SILVACO

ATLAS User’s Manual

DEVICE SIMULATION SOFTWARE

SILVACO, Inc.

4701 Patrick Henry Drive, Bldg. 1 April 20, 2010
Santa Clara, CA 95054

Telephone (408) 567-1000

Internet: www.silvaco.com




ATLAS
User’'s Manual
Copyright 2010

SILVACO, Inc.
4701 Patrick Henry Drive, Building #6
Santa Clara, CA 95054

Phone: (408) 567-1000
Web: www.silvaco.com

SILVACO, Inc.



Notice

The information contained in this document is subject to change without notice.

SILVACO, Inc. MAKES NO WARRANTY OF ANY KIND WITH REGARD TO THIS MATERIAL,
INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTY OF FITNESS FOR A
PARTICULAR PURPOSE.

SILVACO, Inc. shall not be held liable for errors contained herein or for incidental or consequential
damages in connection with the furnishing, performance, or use of this material.

This document contains proprietary information, which is protected by copyright laws of the United
States. All rights are reserved. No part of this document may be photocopied, reproduced, or translated
into another language without the prior written consent of SILVACO, Inc.

AcCCUCELL, ACCUCORE, ACCUMODEL, AccUTEST, ATHENA, ATHENA 1D, ATLAS, BLAZE,
C-INTERPRETER, CATALYSTDA, CATALYSTAD, CELEBRITY, CELEBRITY C++, CIRCUIT OPTIMIZER,
CLARITYRLC, CLEVER, DECKBUILD, DEVEDIT, DEVEDIT3D, DEVICE3D, DISCOVERY, EDA OMNI,
EDIF WRITER, ELITE, EXACT, EXPERT, EXPERTVIEWS, FERRO, GATEWAY, GIGA, GIGA3D, GUARDIAN,
GUARDIAN DRC, GUARDIAN LVS, GUARDIAN NET, HArRMONY, HIPEX, HIPEX-C, HIPEX-NET,
HIPEX-RC, HYPERFAULT, LASER, LED, LISA, LUMINOUS, LUMINOUS3D, MAGNETIC, MAGNETIC3D,
MAskVIiEwWS, MC DeEpPo/ETcH, MC DEVICE, MC IMPLANT, MERCURY, MIXEDMODE, MIXEDMODES3D,
MocaAsiM, MODELLIB, NOISE, NOMAD, OLED, OPTOLITH, ORGANIC DISPLAY, ORGANIC SOLAR, OTFT,
PROMOST, QUANTUM, QUANTUM3D, QUEST, REALTIMEDRC, RESILIENCE, S-PISCES, S-SUPREMS3,
S-SUPREM4, ScouT, SDDL, SFLM, SIC, SILOS, SMARTLIB, SMARTSPICE, SMARTSPICE SEE,
SMARTSPICERF, SMARTVIEW, SIMULATION STANDARD, SOLVERLIB, SPAYN, SPDB, SPIDER, SPRINT,
STELLAR, TCAD DrIVEN CAD, TCAD OMNI, TFT, TFT3D, THERMAL3D, TONYPLOT, TONYPLOT3D,
TWISTER, TWISTERFP, VCSEL, UTMOST, UTMOST III, UTMOST IV, UTMOST IV- FIT, UTMOST IV-
MEASURE, UTMOST IV- OPTIMIZATION, VICTORY, VICTORYCELL, VICTORYDEVICE, VICTORYPROCESS,
VICTORYSTRESS, VIRTUAL WAFER FAB, VWF, VWF AUTOMATION ToOLS, VWF INTERACTIVE ToOLS, VWF
MANUFACTURING ToOLS, and VYPER are trademarks of SILVACO, Inc.

All other trademarks mentioned in this manual are the property of their respective owners.

Copyright © 1984 - 2010, SILVACO, Inc.

SILVACO, Inc. ii



How to Read this Manual

parameters, and variables syn-
tax.

Style Conventions
Font Style/Convention Description Example
o This represents a list of items or | ® Bullet A
terms. e BulletB
e Bullet C
1. This represents a set of direc- | To open a door:
2. tions to perform an action. 1. Unlock the door by inserting
3. the key into keyhole.
2. Turn key counter-clockwise.
3. Pull out the key from the
keyhole.
4. Grab the doorknob and turn
clockwise and pull.
- This represents a sequence of | File—>Open
menu options and GUI buttons
to perform an action.
Courier This represents the commands, | HAPPY BIRTHDAY

important information.

New Century Schoolbook | This represents the menu | File
Bold options and buttons in the GUI.
New Century Schoolbook | This represents the equations. abe=xyz
Italics
This represents the additional
Note: Note: Make sure you save often while run-

ning an experiment.

NEW CENTURY SCHOOLBOOK
IN SMALL CAPS

This represents the names of
the SILVACO Products.

ATHENA and ATLAS, .

SILVACO, Inc.



Table of Contents

Chapter 1
Introduction. . ... s 11
L IR NS0 1-1
1.2: Features And Capabilities of ATLAS . .......iiiuiiiii it ii i a e sa i anness 1-2
1.2.1: Comprehensive Set of MOdelS. . ... ..ot 1-2
1.2.2: Fully Integrated Capabilities. . . .. ... .ot 1-2
1.2.3: Sophisticated Numerical Implementation. . .. ... ...t 1-2
1.3: Using ATLAS With Other Silvaco Software. ............cciiiiiiiiiii i it nnnanes 1-3
1.4: The Nature Of Physically-Based Simulation................. i e i iianes 1-4

Chapter 2
Getting Started with ATLAS. . ... .ot iiiiiii ittt nanens 2-1
2.1 OV VI, L ettt et e e e 2-1
2.2: ATLAS Inputs and OUtPUES. . . ... oottt et e it saan s s nnnnnneeesnnns 2-2
2.3: Modes of Operation. .. ......uvuteiiie s i s ait i s an s s 2-3
2.3.1: Interactive Mode With DeckBUild . . . .. ... i e 2-3
2.3.2: Batch Mode With DeckBUIld. . . . ... ..ot e e 2-3
2.3.3: No Windows Batch Mode With DeckBUIld . . . ... ... oo e 2-3
2.3.4: Running ATLAS inside Deckbuild . ... ... o 2-4
2.3.5: Batch Mode Without DeckBUIld . . . ... ..o 2-4
2.3.6: TMA Compatibility MOGE . . . ..o 2-4
2.3.7: ISE Compatibility MOdE . . . ..o 2-4
2.4: Accessing The EXamples . .. ..ouueiiie it i e s i rana e aanananans 2-5
2.5 The ATLAS SYNtaX. . vttt et i e i e i s st san st a s et snnsssannsssnnsssnnsssnnns 2-7
2.5.1: Statements and Parameters .. ... ... ..ot 2-7
2.5.2: The Order of ATLAS COMMANGS. . . . . . oottt et ettt e e e e e 2-7
2.5.3: The DeckBuild Command MENU . . . .. ..ot e e 2-8
2.5.4: PISCES-IIQUICK Start. . . . ..o e 2-8
2.6: Defining AStruCUrE . .. ..o e 2-10
2.6.1: Interface From ATHENA . ..o 2-10
2.6.2: Interface From DeVEdit . .. ... ..o 2-11
2.6.3: Using The Command Language To Define AStructure. . ... e 2-11
2.6.4: Automatic Meshing (Auto-meshing) Using The Command Language. . .........oovviiiiiniiineinnnnn. 2-16
2.6.5: Modifying Imported REgIONS . . ..ot 2-23
2.6.6: Remeshing Using The Command Language. . . .. ..o vttt et ettt et 2-23
2.6.7: Specifying 2D Circular STTUCIUIES . . ..ottt e 2-25
2.6.8: SPeCifying 8D StrUCIUIES . . . . ottt 2-29
2.6.9: Specifying 3D Cylindrical STUCIUIES . . . . . ..o\t 2-29
2.6.10: Extracting 2D Circular Structures From 3D Cylindrical Structures. . ...t 2-33
2.6.11: General Comments Regarding Grids. . . ... ...ttt 2-34
2.6.12: Maximum Numbers Of Nodes, Regions, and Electrodes. . . ... 2-34
2.6.13: Quadrilateral REGION Definition . . . . .. ..ot e 2-35
2.7: Defining Material Parameters And Models . ... it eianee s 2-36
2.7.1: Specifying Contact Characteristics ... ... 2-36
2.7.2: Specifying Material Properties . . . . ... v 2-39
2.7.3: Specifying Interface Properties . .. ... 2-40
2.7.4: Specifying Physical MOGEIS . . . . .. .ot 2-40
2.7.5: Summary Of Physical MOGEIS . . . ...t e e 2-42
2.8: Choosing Numerical Methods ............ccouiiiiii i i i it st i neaas 2-46

SILVACO, Inc. v



ATLAS User’s Manual

2.8.1: Numerical SOIUtION TECANIGUES . . . . ..o vttt et e e e e e e 2-46

2.9: Obtaining SolUtIONS . ........iiiiii i i e i e 2-50
2.9.1:DC SOMULIONS . . vt ettt e e e e e 2-50
2.9.2: The Importance Of The Initial GUESS. . . ... oottt 2-51
2.9.3: SMall-Signal AC SOIULIONS . . . . v v vttt et e e 2-53
2.9.4: Transient SOIULIONS . . . ...ttt et et e e 2-54
2.9.5: Advanced Solution TEChNIQUES . . . .« .o vttt e 2-55
2.9.6: Using DeckBuild To Specify SOLVE Statements ... ...... ..ottt i i 2-57
2.10: Interpreting The ReSuUlts. . ... ... e e it e s e s 2-58
2101 RUN-TIME OUIPUL . . . e e e e e e e e 2-58
2.10.2: LG FileS oo 2-59
2.10.3: Parameter Extraction InDeckBuild . .. ... 2-60
2.10.4: Functions In TONYPIOL . . ..o e 2-61
2.10.5: SOIUHON FIlES . . . o et 2-62
2.10.6: Technology Specific ISSUES IN ATLAS . ... i e e e 2-64

Chapter 3

PRYSICS . 3-1
3.1: Basic Semiconductor EqQUations. ............ ..ottt e i e 3-1
31,11 PoISSON'S EQUALION .. ..o 3-1
3.1.2: Carrier Continuity EQUALIONS . . . . . .ottt 3-1
3.1.3: The Transport EQUatioNS . . . . ..o oo 3-2
3.1.4: Displacement Current EQUation. . . . .. ..o i 3-4

3.2: Basic Theory of Carrier Statistics............ccvieiii i e i 3-5
3.2.1: Fermi-Dirac and Boltzmann Statistics . .. ... ... o.o i 35
3.2.2: Effective Density of States. . . ... oo 3-5
3.2.3: Intrinsic Carrier CONCENIIAtiON . . . . ..o\ttt e e e e e 3-6
3.2.4: Evaluation of Fermi-Dirac Integrals . . . . ... ..o 37
3.2.5: Rules for Evaluation of Energy Bandgap. . . . ..o ot 37
3.2.6: The Universal Energy Bandgap Model . ... ... e 3-8
3.2.7: Passler's Model for Temperature Dependent Bandgap. . ..o e 3-8
3.2.8: General Ternary Bandgap Model with Bowing .. ........oooii e 39
3.2.9:Bandgap NarmOWING . . . . ..o ot e e 39
3.2.10: The Universal Bandgap Narrowing Model. . ... ... e 3-11
3.2.11: Bennett-Wilson and del Alamo Bandgap models. . ... 3-11

3.3: Space Charge from Incomplete lonization, Traps, and Defects..............ccoviiiiiiiinnn, 3-12
3.3.1: Incomplete lonization of IMPUItIES . ... ... .o 3-12
3.3.2: Low Temperature Simulations . . . . . ..ot 3-14
3.3.3: Traps and DefectS . . ..o 3-14

3.4: The Energy Balance Transport Model ........... ..ottt 3-26
3.4.1: The Energy Balance EQUatiONS . . . . .. ..o 3-26
3.4.2: Density Of SHAtES . . ..ttt 3-28
3.4.3: Energy Density LSS Rates . . .. ..o 3-29
3.4.4: Temperature Dependence of Relaxation TIMeS ... ... vttt i 3-30
3.4.5: Energy Dependent Mobiliies . . . .. ..ot 3-31

3.5: Boundary PhySiCS. . . ..vu it it i 3-32
351 0RMIC CONTACES . . . .ottt e 3-32
3.5.2: SChottky CONtaCTS . ..\ ot 3-32
353 Floating ComtactS. . .. ..ot 3-39
3.5.4: Current Boundary Conditions. . . .. ..ot 3-40
3.5.5:Insulating ContaCES . . . ... 3-40
3.5.6: Neumann BOUNGANIES . . ... ... e e 3-40
3.5.7: Lumped Element Boundaries. . . .. ... e 3-41
3.5.8: Distributed Contact Resistance . . ... ... i 3-43

vi

SILVACO, Inc.



Table of Contents

3.5.9: Energy Balance Boundary Conditions . . . . ... ..o\ttt 3-44

3.6: Physical Models. .. ....c.vvit it i it e 3-45
3.6.1: Mobility MOGEIING . . . . oo 3-45
3.6.2: Mobility Model SUMMArY . . . ... 3-83
3.6.3: Carrier Generation-Recombination Models . ... ...t 3-84
3.6.4: Impact lonization MOdElS . . . . ..o 3-101
3.6.5: Band-to-Band TUNNEING . . .. ..o 3-116
3.6.6: Gate CUITENt MOTEIS . . . . ..o e e 3-126
3.6.7: Device Level Reliability Modeling. . . . ... oo e 3-153
3.6.8: The Ferroelectric Permittivity Model. . . . . ... .o e 3-154
3.6.9: Epitaxial Strain Tensor Calculations in Zincblende . ......... ..ot 3-155
3.6.10: Epitaxial Strain Tensor Calculation in Wurtzite . ............o e 3-156
3.6.11: Polarization in Wurtzite Materials [26] . . . . ...t 3-157
3.6.12: Stress Effects on Bandgap in Si. . . ... oot 3-158
3.6.13: Low-Field Mobility in Strained SIliCon. . . ... ..o 3-161
3.6.14: Light Absorption in Strained Silicon . . . . ... .o 3-162

3.7: Quasistatic Capacitance - Voltage Profiles. ..ot i i 3-164
3.8: Conductive Materials. . . .......vvuiiiiii it it i i i e 3-165
3.8.1: Conductors with Interface ReSIStance . . ... ... i 3-165
3.8.2: Importing Conductors from ATHENA . . . ... 3-165

3.9: Optoelectronic Models . ..........oueiieiii i it i i i s a e 3-166
3.9.1: The General Radiative Recombination Model . .. ... ..ot e 3-166
3.9.2: The Default Radiative Recombination Model. . .. ...t e 3-167
3.9.3: The Standard Gain MOl . . . ..o 3-167
3.9.4: The Empirical Gain MOl . . ...ttt e e e 3-168
3.9.5: Takayama's Gain MOdel . ... ... oot 3-169
3.9.6: Band Structure Dependent Optoelectronic Models . . ... e 3-170
3.9.7: Unstrained Zincblende Models for Gain and Radiative Recombination................... ... ....o.L. 3-171
3.9.8: Strained Zincblende Gain and Radiative Recombination Models ............... ... i, 3-174
3.9.9: Strained Wurtzite Three-Band Model for Gain and Radiative Recombination. ........................... 3-175
3.9.10: Lorentzian Gain Broadening . ... ..ottt e 3-177
3.9.11: Ishikawa's Strain Effects MOl . . . .. ..o 3-178
3.10: Optical Index Models. . .......ueii i i i s i i s a e 3-181
3.10.1: The Sellmeier Dispersion MoGe! . . ... ..ot e e e 3-181
3.10.2: Adachi's Dispersion Model. . ... ... 3-181
3.10.3: Tauc-Lorentz Dielectric Function with Optional Urbach Tail Model for Complex Index of Refraction .. ... . ... 3-182
3.11: Carrier Transport in an Applied MagneticField .............ccciiiiiiiiiiii e 3-184
3.12: Anisotropic Relative Dielectric Permittivity ............. ..o e 3-186
3.13: Single Event Upset Simulation .............ccviuiiiii ittt 3-188
3.14: Field Emission from Semiconductor Surfaces...........coviiiiiiiiiiiiiniiernnrsrnnnens 3-191
3.15: Conduction in Silicon Nitride . . .......coviiii i i i st i i 3-192

Chapter 4

S-Pisces: Silicon Based 2D Simulator ..............ccciiiiiiiii i i 4-1
T 0 1T T 4-1
4.2: Simulating Silicon Devices USing S-PisCes. ........cuiiiiiiiiiiiii ittt ii i 4-2
4.2.1: Simulating MOS TeChNOIOIES . . . ..o ottt e e e 4-2

4.2.2: Simulating Silicon Bipolar DEVICES . . . . ... oot 4-5

4.2.3: Simulating Non-Volatile Memory Technologies (EEPROMs, FLASH Memories). . ..........c.coovviviinn.... 4-7

4.2.4: Simulating SOITEChNOIOGIES . . . . .. v ettt e e e e e e e e 4-8

SILVACO, Inc. vii



ATLAS User’s Manual

Chapter 5
Blaze: Compound Material 2D Simulator................cccoiiiiiii i 5-1
Lo O 1 - 5-1
5.1.1: Basic Heterojunction Definitions .. ...t 5-1
B ANt o 5-2
5.1.3: The Drift Diffusion Transport Model. . . . ... oo e 5-12
5.1.4: The Thermionic Emission and Field Emission TransportModel . ............ ... ... .. i, 5-13
5.1.5: Temperature Dependence of Electron Affinity. .. ... ..o 5-15
5.2: The Physical Models. . .........ouueiiii i i it i i s s an e nans 5-16
5.2.1: Common Physical MOGEIS . . . . ..ot e 5-16
5.2.2: Recombination and Generation MOdels. . ... ... ..ottt 5-19
5.3: Material Dependent Physical Models . ...........ccoiiiiiiiiiii i e e raan e 5-20
5.3.1: Cubic I1-V SemiCONAUCIONS . . . . .ottt et e e e e 5-20
5.3.2: Gallium Arsenide (GaAs) Physical MOGEIS . . .. ... .. i e 5-26
5.3.3: Al(X)Ga(1-X)AS Sy St EM L . et 5-28
5.3.4: In(1-X)Ga(X)AS(Y)P(1-y) SYStemM . .t 5-30
5.3.5: The Si(1-X)Ge(X) SYStem . . ..o 5-32
5.3.6: Silicon Carbide (SIC) . . . . .. v vttt 5-34
5.3.7: GaN, InN, AIN, Al(x)Ga(1-x)N, In(x)Ga(1-x)N, Al(x)In(1-x)N, and Al(x)In(y)Ga(1-x-y)N . ...........cccoint. 5-37
5.3.8: The HG(1-X) Cd(X)Te SYStem . ..o ottt e 5-45
5.3.9: CIGS (Culn(1-x)Ga(x)Se2), CdS, and ZNn0 . . .. ... ..ottt e e e e 5-46
5.4: Simulating Heterojunction Devices withBlaze ...............cciiiiiii i 5-47
5.4.1: Defining Material Regions with Positionally-Dependent Band Structure ... ...t 5-47
5.4.2: Defining Materials and MOGEIS. . . . ... ..o 5-48

Chapter 6
3D Device Simulator. ... i s 6-1
6.1: 3D Device Simulation Programs . ...........coiietnert i iiiii s aaannnnree s aaannnneeeeas 6-1
B. 1.1  DEVICESD . . .ttt 6-1
B.1.2  GIG A . .ottt 6-1
B 13 T D ettt ittt e e 6-1
B.1.4: MIXEDMODESD .. ..ttt ettt ettt et e e et e e e e e 6-1
B.1.5: QUANTUMSED . ..ttt et e e e e e e e e e e 6-2
B.1.8: LUMINOUSSD . . . ettt et et e e e e e e e e e 6-2
6.2: 3D Structure Generation ...........o.uiiiiirii it i i 6-3
6.3: Model And Material Parameter Selection in3D ............ccviuiiiiiii i e 6-4
B.3. 1 MOty . . .o 6-4
B8.3.2: ReCOMDINGtiON . . . ..ttt 6-4
B.3.3: GENMBIAtON . . ..ttt 6-4
B.3.4: Carmier StatiStCS. . . . oot 6-4
6.3.5: Boundary Conditions . . . ... oot 6-4
B.3.8: OptiCal . ..o 6-5
6.3.7: Single Event Upset Simulation . . . ... ..o 6-5
6.3.8: Boundary Conditions in 3D . . ... oo 6-5
B.3.0: TFTBD MOGEIS . . o o oottt et e e e e e e e e e e 6-5
6.3.10: QUANTUMBD MOGEIS . . . . oot ettt e e et et e e e e e e e e 6-5
B.3.11: LUMINOUSSD MOGEIS. . . . . ot ettt et e e et e e e e e e e e e e e 6-5
6.4: Numerical Methods for 3D .. ... .c.oeei i it e st s 6-6
B.4.1: DC SOMULIONS . . .ottt 6-6
B.4.2: Transient SOIULIONS . . . ..ottt e e 6-6
6.4.3: 0btaining SOIULIONS IN 8D . . ...t 6-6
6.4.4: Interpreting the Results From 3D. . ... ..o 6-6
B.4.5: More Information . . ... ..o 6-6
viii SILVACO, Inc.



Table of Contents

Chapter 7
Giga: Self-Heating Simulator. . ...t 7-1
78 0 1= - 7-1
7 0 Vo o o] 7-1
70 2 NUM I CS . . . ettt e e e 7-1
7.2: Physical MOdelS . . ....oeet i et i e 7-2
7.2.1: The Lattice Heat Flow Equation . .. ... e 7-2
7.2.2: Specifying Thermal ConduCtivity. . . ... ..ot 7-2
7.2.3: Specifying Heat Capacity . .. ... ..ot 7-7
7.2.4: Specifying Heat SINK Layers . . .. ..o 7-8
7.2.5: Non-Isothermal Models. . . . . ..o 7-9
72,8 Heat Generation . . ... it 7-12
7.2.7: Thermal Boundary COnditioNS. . . . . ..o u ot e 7-13
7.2.8: Temperature Dependent Material Parameters . . ... e 7-15
7.2.9: Phase Change Materials (PCMS) . .. ..ottt e e 7-16
7.2.10: C-Interpreter Defined Scattering Law EXponents . . ...t 7-20
7.3: Applications Of GIGA . . ... ..ottt ittt e aan e 7-21
7.3.1: Power Device Simulation TEChNIQUES. . . . . ..o ottt ettt e 7-21
7.3.2: More Information. . .. ..o 7-21
Chapter 8
Laser: Edge Emitting Simulator .............ccoiiiiii i 8-1
B 1 OV VI, L ettt 81
8.2: Physical MOdelS. .. .....ccv ittt et e st i i e, 8-2
8.2.1: Scalar Helmholtz EQUatioN. . . . ... oot e e 8-2
8.2.2: Vector Helmholtz EQUALION. . . . ... oo 8-4
8.2.3: LOCal OPHCaAl GaIN . . .o ot sttt et et et e e e 8-5
8.2.4: Stimulated EMiSSiON. . . .. .t 8-5
8.2.5: Photon Rate EQUAtioNS . . ... ... 8-5
8.2.6: Spontaneous Recombination Model . . ...... ...t 8-7
82,7 OPHCal POWET. . . . e e 8-7
8.2.8: Gain SatUration . ...\ttt 8-7
8.3: WAVEGUIDE Statement .. ..... ..ottt i i santstsnnessannsssnnsssnnnsssnns 8-8
8.4: Solution TEChNIQUES . . . ..ottt s i i 8-9
8.5: Specifying Laser Simulation Problems .. ........ ...ttt 8-10
8.5.1: LASER Statement Parameters ... ... 8-10
8.5.2: NUMeriCal Parameters . . . .. o 8-11
8.6: Semiconductor Laser Simulation Techniques . ..........c.ooiiiiiiii it e i neas 8-12
8.6.1: Generation of Near-Field and Far-Field Patterns. . .. ... e 8-12
Chapter 9
VCSEL Simulator ..ot it ii i enes 9-1
L O - 9-1
9.2: Physical Models. . . ....ouue ettt i e 9-2
9.2.1: Reflectivity Test SIMUIAtoN . . . ... .o 9-2
9.2.2: Helmholtz EQUatioN . . . . ..o 9-4
9.2.3:Local Optical Gain . . . ..ottt 9-6
9.2.4: Photon Rate EQUALIONS . . . .. oo 9-6
9.3: Simulating Vertical Cavity Surface Emitting Lasers .............ccoviiiiiiiii i iiiiieeeeeens 9-8
9.3.1: Specifying the Device STUCUIE . . . . .. ..o e 9-8
9.3.2: Specifying VCSEL Physical Models and Material Parameters .............c.ciiiiiiiiiinannn. 9-11
9.3.3: Enabling VOSEL SOIULION . ...\t 9-12
9.3.4: NUMeriCal Parameters . . . ..o 9-13

SILVACO, Inc. iX



ATLAS User’s Manual

9.3.5: Alternative VCSEL SIMUIALOr. . . . ... oo e 9-13
0.3.6: Far Field Patterns . ... ... 9-14

9.4: Semiconductor Laser Simulation Techniques. ... e ns 9-15

Chapter 10

Luminous: Optoelectronic Simulator................ccooviiiiiiiiii s, 10-1
L0 0 =T T 10-1
B - )V I o T 10-2
10.2.1: Ray TraCing in 2D . ..o 10-2
10.2.2: Ray TraCing in 3D . . ..ot 10-4
10.2.3: Reflection and TranSmiSSION . . . . .. ..o o e e e 10-6
10.2.4: Diffusive Reflection [272] . . . . ..o 10-8
10.2.5: Light Absorption and Photogeneration. . . . ... .. 10-9
10.2.6: Outputting the Ray TraCe. . .. .ot vttt e e e 10-9
10.3: Matrix Method . ... .o e e 10-10
10.3.1: Characteristic MatriX ... ... e e e 10-10
10.3.2: Reflectivity, Transmissivity, and Absorptance . . ... 10-11
10.3.3: Transfer Matrix and Standing Wave Pattern . ... e 10-12
10.3.4: Transfer Matrix with Diffusive Interfaces .. ... e 10-14
10.4: Beam Propagation Method in2D. ..........cciiiii i e it it e 10-18
10.4.1: USINg BPM . ..o 10-18
10.4.2: Light Propagation In A Multiple Region Device. ... ... .o 10-19
10.4.3: Fast Fourier Transform (FFT) Based Beam Propagation Algorithm .......... ... .o, 10-19
10.5: Finite Difference Time Domain Analysis [269]. .. .......ccvviiiiiiiiiii i iiiiiiii e annnns 10-21
10.5.1: Physical MOdeL. . . . ..o 10-21
10.5.2: Beam and Mesh. . . . ... o 10-23
10.5.3: Boundary Conditions [224]. . . ...ttt e 10-23
10.5.4: Static Solutions and Error Estimation . ... 10-27
10.6: User-Defined Photogeneration ............c.coiiiiiiiiiii et aaes 10-30
10.6.1: User-Defined Beams . . ... ..o 10-30
10.6.2: User-Defined Arbitrary Photogeneration .. ... i 10-32
10.6.3: Exponential Photogeneration. . . ...« 10-33
10.6.4: Tabular Photogeneration (LUminouS2D ONlY) . . . . ..ottt e e e 10-34
10.7: Photocurrent and Quantum Efficiency...........ccooiii i i e 10-35
10.8: Defining Optical Properties of Materials. ..............ccoiiiiiiii e e nnans 10-36
10.8.1: Setting Single Values For The Refractive Index . ....... ... 10-36
10.8.2: Setting A Wavelength Dependent Refractive Index. . ... ... 10-36
10.9: Anti-Reflective (AR) Coatings for Ray Tracing and Matrix Method . ....................ccvuut 10-38
10.9.1: Anti-Reflective Coatings in LUMINOUSSD ... ... ... e 10-40
10.10: Specifying Lenslets ... ... ..o i i i s 10-41
10.11: Frequency Conversion Materials (2D Only) . ........ouuiiue it inieai e riennss 10-46
10.12: Simulating Photodetectors ............c.coiiiii i i it i e 10-49
10.12.1: Defining OptiCal SOUICES . . . . .o ettt et e e e e e e e e 10-49
10.12.2: Specifying Periodicity inthe Ray Trace . ... ... ..ot 10-50
10.12.3: Defining Luminous Beam Intensity in 2D . . ... ... ..o 10-50
10.12.4: Defining Luminous3D Beam INtensity . ... ... e 10-51
10.12.5: Monochromatic or Multispectral SOUICES. . .. ...ttt e i 10-51
10.12.8: SOIAr SOUICES . . o .ttt ettt et e e e e e e 10-53
10.12.7: Extracting Dark CharaCteristics . . . . . ... oot 10-54
10.12.8: Extracting Detection EffiCiency . ... 10-55
10.12.9: Obtaining Quantum Efficiency versus Bias . . .. ....... .o 10-55
10.12.10: Obtaining Transient Response to Optical SOUrCES .. ... oot e 10-56
10.12.11: Obtaining Frequency Response 10 Optical SOUICES . .. ...\ttt 10-56
10.12.12: Obtaining Spatial RESPONSE . ...\ttt e e e 10-57

X SILVACO, Inc.



Table of Contents

10.12.13; Obtaining Spectral RESPONSE . ...\ttt ettt e e e e 10-57

10.12.14; Obtaining Angular RESPONSE . . . .ottt ettt e e e 10-58

10.13: Simulating Solar Cells . .........oiiiiii i ittt e san e s 10-59

10,1312 80Iar SPECIA . . .ottt 10-59

10.13.2: Solar Optical Propagation Models . . . ... ..ot e 10-59

10.13.3: Solar Cell EXIraction. . . .. ..o 10-62
Chapter 11

LED: Light Emitting Diode Simulator ................ccoi i 11-1

T T 0 11T T 11-1

11.2: Defining Light Emitting Devices (LEDS) ...........ciiiiiiiiiiiiiii e iiineeee e rnnnnns 11-2

11.3: Specifying Light Emitting Diode Models. ...........c.ccoiiiiiii i i naes 11-4

11.3.1: Specifying Polarization and Piezoelectric Effects . ...... ... 11-4

11.3.2: Choosing Radiative MOGEIS . . . . ...t e 11-4

11.3.3: Using k.p Band Parameter Models in Drift Diffusion . ........... ..o 11-5

11.4: Data EXtraction ........cuein i i i e 11-6

11.4.1: Extracting LUmIinoUS INtENSItY . . .. .ot 11-6

11.4.2: Extracting EMISSion SPeCHra . . ... ..ot 11-7

11.4.3: Extracting Emission Wavelength . . .. ... 11-8

11.5: Reverse Ray-Tracing. . ....o.ueuiint it it i e it i anaes 11-9

11.6: The LED Statement . . .....couiii i i e it it it e nan e rannesannns 11-15

11.6.1: User-Definable EMISSION SPeCtra . ... ...t e 11-15
Chapter 12

MixedMode: Mixed Circuit and Device Simulator ..........................00s 12-1

B 0 11T T 12-1

1201 BackgroUNd . . . o 12-1

12.1.2: Advantages of MixedMode Simulation. ... ......... o 12-2

12.2: Using MixedMode . .......uuiiiii e st s e 12-3

12.2.1: General Syntax RUIES . . ...ttt e 12-3

12.2.2; Circuit and Analysis Specification ... ... ... e 12-4

12.2.3: Device Simulation Syntax ... ... et 12-7

12.2.4: ReCOMMENUALIONS . . . ..ottt e e e e e 12-7

12.3: ASample Command File. . . ... i i it s 12-12

12.4: MixedMode SYNtaX . ........ccoiiiiiiiiii it iae e aaan e s 12-14

12.4.1: Circuit Element Statements . . .. ..o i 12-14

12.4.2: Control and Analysis Statements. . . .. ...t e 12-29

12.4.3: Transient Parameters. . . . ... 12-44

12 XIS SIONS .« . o ottt et e e 12-49
Chapter 13

Quantum: Quantum Effect Simulator..................coiiiiiii 13-1

13.1: Quantum Effects Modeling. ..o i it i e 13-1

13.2: Self-Consistent Coupled Schrodinger Poisson Model ...............c.cccviiiiiiiiiiiiiiinnns 13-2

13.3: Density Gradient (Quantum Moments Model). ..........ccoiiiiiiiiii i e 13-7

13.4: Bohm Quantum Potential (BAP) ..........cciiuiiiii ittt 13-9

13.4.1: Calibration against Schrodinger-Poisson Model . ... ... ..o 13-10

13.4.2: Post Calibration FUNS . . . ...t 13-11

13.5: Quantum Correction Models ............c.uieiiiiiii i i 13-14

18,51  HansCh's Model . . .. ..o 13-14

13.5.2: Van Dort’'s Model . . . . ..o 13-14

13.6: General Quantum WellModel. . ... ..o i e e aaens 13-16

13.7: Quantum Transport: Non-Equilibrium Green’s Function Approach. ................covvvvnunt. 13-18

SILVACO, Inc. Xi



ATLAS User’s Manual

13.7.1: Mode Space NEGF Approach . . ... .o e e 13-18

13.7.2: Planar NEGF approach . . . ..o e 13-21

13.8: Drift-Diffusion Mode-Space Method (DD_MS) .........ccriiiiiiiiiii i i ennas 13-22
Chapter 14

TFT: Thin-Film Transistor Simulator ................ccoiiiiiiiii i 1441

14.1: Polycrystalline and Amorphous Semiconductor Models ..............cccoviiiiiiiiiiiiiennnns 14-1

14.2: Simulating TFT DeVICeS . . ..o it ittt ettt s s as e sannn e e s s sannnneesssnnnns 14-2

14.2.1: Defining The Materials. . . ... ... o 14-2

14.2.2: Defining The Defect States . .. ... 14-2

14.2.3: Density of States MOdel. . . . ... 14-2

14.2.4: Trapped Carfier DENSItY. . . . .. .ottt e e e e e e e 14-4

14.2.5: Steady-State Trap Recombination. . .. ... e 14-6

14,28 TraNSIENE THAPS . . . oottt ettt e e ettt e e e e 14-6

14.2.7: ContinUOUS DEFECES . . . ..o oo e 14-10

14.2.8: DisCrete Defects. . . . oo 14-10

14.2.9: AMPhoteric DefeCtS . . ... .o 14-11

14.2.10: Amphoteric Defect GENEration. . .. ... ..ot e 14-15

14.2.11: Light Induced Defect GENeration . . ... ...t e 14-15

14.2.12: Plotting The Density Of States Versus Energy . ..ot 14-16

14.2.13: Using the C-Interpreter to define DEFECTS .. ... o it e 14-16

14.2.14: Setting Mobility and Other ModelS . . . . . ..o oo 14-17
Chapter 15

Organic Display and Organic Solar: Organic Simulators. ........................ 15-1

15.1: Organic Device Simulation . ... i i i ittt s 15-1

15.1.1: OrganiC DISPIAY . . . o . v ettt 15-1

15,120 OrgaNiC SOIAr. . .ottt 15-3

15.2: Organic Materials Physical Models. . ... it eiinne e nnnnns 15-5

15.2.1: Organic Defects MOGEI . . . ..o e 15-5

15.2.2: Hopping Mobility Model . . . .. ..o 15-9

15.2.3: Poole-Frenkel Mobility MOGEL. . . . . ... 15-10

15.2.4: Bimolecular Langevin Recombination Model . . ... ... i 15-13

15.3: Singlet and Triplet EXCItONS. . ... ..o e e i i e 15-14

10,31 0PN . . .ottt e 15-17

15.3.2: Light Generation of EXCItONS . . . ... ..o 15-18

15.3.3: EXCItON DiSSOCIAtON. . . . ..\ttt e 15-18

15.3.4: Metal QUENCNING . . ..ot 15-19
Chapter 16

NOISE: Electronic Noise Simulator ............c.ccoiiiiiiiiiiiiiiiiiiiinnns 16-1

16.1: INtrodUCHioN. . ..o e e e 16-1

16.2: Simulating Noise in ATLAS .. ... .u it i i s i a e 16-2

16.3: Circuit Level Description 0f NOISE .. ........ouiiiiiii i it aie i e 16-3

16.3.1: Noise “Figures of Merit” for a TWo-Port Device . ... ... e 16-4

16.4: Noise Calculation .. ..........oiuiiit i i i i i i i e 16-6

16.4.1: The Impedance Field . . .. ... 16-6

16.4.2: MIcroSCopiC NOISE SOUICE . . .. .ottt e e e e e e e 16-7

16.4.3: LOCAI NOISE SOUICE . . . ..ottt et e e e e e e e e 16-7

16.5: ATLAS MO LS. . . oo vt vttt it r e a s i s e a s a s 16-8

16.5.1: DIffuSION NOISE. . . . ..o 16-8

16.5.2: Generation-Recombination NOISE . . . ... ..ot 16-9

16.5.3: FIICKEr NOISE . . ..o 16-11

Xii SILVACO, Inc.



Table of Contents

16.6: OUBPUL. . ettt 16-13

16.6.1: LOg Files. . . e 16-13

16.6.2: SHUCIUIE FleS . . ..o 16-14
Chapter 17

Thermal 3D: Thermal Packaging Simulator.............cccoiiiiiiiiiiiinnnn. 17-1

L8 0 =T T 17-1

17.1.1: 3D Structure GENeration . .. ... ... 17-1

17.2: Model and Material Parameter Selection..............cooiiiiii i 17-2

17.2.1: Thermal Simulation MOdel . . ... ..o 17-2

17.2.2: Setting Thermal ConducCtiVity . . . ... .o o e 17-2

17.3: Numerical Methods . . ......ceei i i e e it e i 17-3

17.4: Obtaining Solutions In THERMALSBD . .......cviti i i a i naens 17-4

17.5: Interpreting The Results From THERMAL3D ...........ccoiiiiiiiiiiiiiii i nannes 17-5

17.6: More Information . ... ...t i it i e 17-6
Chapter 18

Mercury: Fast FET Simulator. ... 18-1

18,1 IntrodUCtioN . . ..o e 18-1

181,11 ACCESSING MEICUIY. . . o e ettt ettt e e e e e e e e e e e e e e 18-1

18.2: External CirCuit ... ..ottt e i s i 18-2

L TR - 18-4

18.4: Quasi-2D Simulation . .........cciiui i e 18-6

18.4.1: POISSON EQUALION . . . . ..o oo 18-6

18.4.2: Channel SIMUIALION . . . . . ... e 18-9

18.5: DC and Small-Signal AC . ... uiii it s i i 18-13

18.5.1: SMall-Signal AC. . .. oo 18-13

18.6: Harmonic Balance .. .......ooui it i it i e 18-14

18.6.1: NON-LINEaMtY . . . oo 18-15

18.6.2: HArmoniC BalanCe . . . ... oo 18-16

18,7 NETWORK ..ttt i s i e s e s a s s s a e 18-19

18.8: POISSON ..ttt i it e 18-27

18.0: SURFACE . ...t it i e 18-31
Chapter 19

MO DEVICE . .ttt et i 191

19.1: What iS MC DeViCe. . . .. v vttt ittt st i a s a s a s e rannns 19-1

19.2: USING MC DeVICe. ... v ittt ettt s e s sa e s s s aann e s saannnnnnerssannnns 19-2

19.3: Input Language and Syntax ...........cieiiirtiiiiii it i 19-4

19.3.1: The INpUELANQUAGE. . . . . o oo e e e 19-4

19.3.2: Statement allocation aNd USAGE. . . . . . o v vttt ettt e 19-4

19.3.3: Migrating From MOCA Input FOrmat . . . .. ..ot e 19-5

19.3.4: Commonly-Used Statements . . . .. ... oo e 19-6

19.3.5: List of Statements . . ... 19-11

19.3.6: Accessing The EXamples. . . ... e 19-13

19.4: Bulk SimUIation . . ... ..o e 19-15

19.5: Device SiMUIation ....... ...t e 19-16

19.5.1: DEVICE GEOMEITY . . . oottt 19-16

19.5.2: ONMIC CONtaCTS . . . . vttt 19-22

10.5.3: EStIMatOrs . ..o 19-23

19.5.4: Initial CoNAItIONS. . . . . o\t 19-25

1055, BIPOIar . . .ot 19-26

SILVACO, Inc. Xiii



ATLAS User’s Manual

19.5.6: Track Boundary CroSSiNgS. . . . ..o v ettt ettt et e e e e e 19-26
19.5.7: TiMe StEP REGIONS . .. o\ttt e e 19-26
19.5.8: IMPOrtiNg Data . . . ..o 19-26

19.6: Statistical Enhancement ... i e e 19-29
19.6.1: LOTHRE . e 19-29
19,82 HITHRE . . . e e e e e 19-30
19.6.3: RELTHRE . ..ottt e 19-30
19.6.4: RATIO, N .o e 19-30
19.6.5: Particle ComPreSSION. . . .. .ottt e e e e e 19-31
19.6.6: Statistical Enhancement Statements . .. ...t 19-31

19.7: Physical Models . .........ouuiiii it it it i e 19-32
19.7.1: Self-Consistent SIMUItion. . . . .. ...t 19-32
10.7.2: Band StrUCIUIE . . . . oottt e e e e e e e e 19-39
19.7.3: Electron Dispersion and Equations of Motion . ... 19-42
19.7.4: Coulomb INtEraction. . . . ..o o e 19-48
19.7.5: PhONON SCattering . . . .o oottt et e e 19-51
19.7.6: IMpuUrity SCAHEING. . . . .ottt 19-57
10,7 7 TUNNEING . .o 19-60
19.7.8: Size QUANTIZAtION. . . ..\ oo 19-64
19.7.9: Schottky Barrier INJeCtion. . . .. ..o e 19-68
19.7.10: Gather/Scatter Algorithm . . ... ..o 19-69
19.7.11: Interpolation SChemES . . ...t 19-70
10.7.12: WKB FOMMUIA . . . .o e e 19-73
10718 AN L 19-74
LR oL 19-79

Chapter 20

Numerical TeChNiqUeS . . ... .ooiii ittt i it eannaann s nnnns 20-1
P 0 20-1
20.2: Numerical Solution Procedures ...........ouiiiiiiiiiiiii i iiiisrannssannsssnnssnnnnssnns 20-2
PR =T 1T 20-3
20.3.1: Mesh Regridding . . . ..o oot 20-3
20.3.2: MeSh SMOOTNING . .. .ottt 20-4
20.4: Discretization . ........iiiiiii i i e 20-5
20.4.1: The DisCretization PrOCESS . . . ..o ottt e e e e e e e e 20-5
20.5: Non-Linear lteration .. ..........ccviuiiieiii i ittt i e 20-6
20.5.1: NeWton eration. . . . ... 20-6
20.5.2: GUMMEL HBratiON . . .ot e 20-6
20.5.3: BIOCK Iteration . . ... 20-7
20.5.4: Combining The Iteration Methods . . . .. .. ..o e 20-7
20.5.5: Solving Linear SUBProbIEmMS . . . ... 20-7
20.5.6: Convergence Criteria for Non-linear ferations . . .. ..o e 20-8
20.5.7: EITOr MBASUIES . . ottt et ettt e e e e e e 20-8
20.5.8: Terminal CuIment Criteria . . . . ..ottt et e et e e 20-9
20.5.9: ConVErgenCe GBI . . ..ottt ettt e e et e 20-10
20.5.10: Detailed Convergence Crteria. . . . .. .. u ettt e e 20-12
20.6: Initial GUESS Strategies . ....vvvvi i it i e 20-18
20.6.1: Recommendations And Defaults . . . ... ..o 20-19
20.7: The DC Curve-Tracer Algorithm . .........veii i it i i a e aneans 20-20
20.8: Transient Simulation ...........c.coiiiiiiii it it ittt i i 20-21
20.9: Small Signal and Large Signal Analysis. ... ........ouiiiiiiiiiii it ii i 20-22
20.9.1: Frequency Domain Perturbation Analysis . . . ... 20-22
20.9.2: Fourier Analysis Of Transient RESPONSES . . ... vttt ettt et 20-23
20.9.3: Overall RecommENdations. . . . ..ottt et e 20-24

Xiv

SILVACO, Inc.



Table of Contents

20.10: Differences Between 2D and 3D NUMBIICS . . . ..ot vvvi ittt iieie s nnnn s snnnnnreennns 20-25
Chapter 21

0 21 (=] 111 ] 21-1
211 INPUELANQUAGE .+ . . e et e 21-1
21 SYNtAX RUIES . . . oo 21-1
21.2: AMESH, R.MESH, X.MESH, Y.MESH, ZMESH . ............ot ittt ittt nnnnnnnnnnns 21-4
P I = 1 21-6
P I B 00 1 11 21-21
P T 07 0 ] Y 0 21-22
21.6: CURVETRACE ..o ittt ittt nanasannnnassnnnnnnnnnnnnnnnnns 21-30
P2 T 3 | - T 21-33
2 I | 0 1 21-38
21.9: DEGRAD ATION .ttt i ittt et e s eeseeeseseaesessssssnnssssnnnssnnnnnnsnnnnnnns 21-44
P I T 21-45
P T T T 0101 1 7Y 2 21-66
2112 ELECTRODE. . ..o ittt i s 21-68
21 A3  ELIMINATE . . ..ottt e e s s asananasnannnannnnna s 21-73
2114 EXTRACT oottt e e s 21-75
21,15 EYE DI AGRAN . ..ottt t it s 21-76
21.16: FDX.MESH, FDY.MESH . ...t i ittt t ittt nnnnnnnnnns 21-78
2117 FOURIER. . . ...ttt i it s s s 21-79
P2 I - €10 21-81
2 I T 11 = YO 21-82
21,20 INTDEFECTS ...ttt ittt e eeeteeeeeessnnnnsnnnnnsnnnnnsnsnnnnnsnnnnnnnnnnns 21-98
21,21 INTERFACE ..ottt ettt ss et e s s s esnsnsnsnsnnnnnsnnnnnsnnnnnnnnnnnns 21-104
21,22  INTTRAP . ..ottt i it e s e s s s s s sssssnsnsnsnnnnnsnnnnnsnnnnnnnnnnnns 21-113
P 7 N I YT ] 21-118
P2 172 O 1 0 21-125
. 71 I 21-130
. 17 0 10 Y 21-134
. 17 0 10 T 21-136
21.28: LX.MESH, LY. MESH. .. ..ottt ittt ittt et snnn s tee s s s snnaasssesrannnnnnses 21-141
21,20 MATERIAL ... ..ottt ittt s s s s s as s s 21-142
21.30: MEASURE. . .....iiiiit i ettt e et e s e s s anasasannnnsnnnnnnnnnnnns 21-183
2 1 T 1 1 1 o 21-186
21,32 METHOD . .. ..ottt ettt e e e e et e e e e s e e s s nsannnnsnnnnnnnsnnnnnsnnnnnnnnnnnns 21-190
21,33 MOBILITY ..ottt i et 21-203
21,34 MODELS . ... ittt i e i 21-226
P 1 1 21-266
21.36: NITRIDECHARGE. . ...ttt ittt nnsasannnnnnnnnnnnnnnnns 21-270
. I 0 1 0 02 I 21-272
21.38: OINTDEFECT S .. ..ottt ittt e e e eeeee s s e e ssnesnensnsnnnsnsnnnnnsnnnnnnnnnnnns 21-275
21.30: OPTIONS. . ... it i i it e e 21-279
P L0 1 1 = 21-281
21.41: PHOTOGENERATE . ..... ittt ittt s annnnnsnnnnnsnnnnnnnnnnnns 21-290
2 I 1 | 21-292
21,43 PROBE .......o ittt i 21-294
21.44: QTREGION . . ...ttt ettt e s e a s asasanaana 21-305
21.45: QTX.MESH, QTY.MESH. .. ...oii i it ssasnnnnnnnnnnnnnnnnnns 21-308
. L 0 1 21-309

S”_VACO, Inc. XV



ATLAS User’s Manual

21 AT REGION . ..t i s 21-310

2148 REGRID . .. ei ittt i s i e 21-321

2149: SAVE .. 21-326

P28 T 21-333

21.51: SINGLEEVENTUPSET. . ..ottt ittt ittt i anne s aan e sannesannassannessnnnesns 21-334

2 R0 Y 21-337

21,53 SOLVE .t 21-339

21.54: SPX.MESH, SPY.MESH, SPZ.MESH . .......coiiiiiiiii it it snit i ann e snnnananns 21-359

21,55 SYMBOLIC. . ..ottt it s i s s e e 21-360

21.56: SPREAD. . ...ttt ittt i 21-361

P R 0= 1 = A 21-364

21.58: THERMCONT ACT ..ttt itt ittt e et et aane s sanessannesannessannssannessnnsessnnssnns 21-365

8 L I 1 0 21-367

21.60: TONYPLOT ..ottt ittt i s i s s e s s s an s s s anasssnnsssannessnnsssnnnsssns 21-368

P28 1 7L 21-369

P 2 L 0 1 21-372

2 X T 0 21-377

2164 WAVEFORNM. . ...ttt ittt ittt e it e i san et aaa e s san s s sannesannessnnsssnnnssnns 21-379

21.65: WAVEGUIDE . ..ottt s a i s i s s a s an e e aas 21-381
Appendix A

C-Interpreter FUNCLIONS . .. ..... oottt i i i s s nns A-1

T 0 1= T A-1
Appendix B

Material Systems . ...ttt ittt i B-1

=0 0 4 B-1

B.2: Semiconductors, Insulators, and Conductors ..............o vttt ittt i aiiia e, B-2

B2 1 SEMICOMAUCIONS. . . vttt ettt et et e e e e B-2

B2 2: INSUIAIOrS . . . ..t B-2

BL2.3: CONAUCIONS . ..\ttt ettt e e e B-2

B.2.4: Unknown Materials . . .. ... e B-2

B.2.5: Specifying Unknown or User-Defined Materials in ATLAS . ... ... it B-2

B.3: ATLAS Materials. . . ..o vv vttt et st e i e B-4

B.3.1: Specifying Compound Semiconductors RUIES .. ...ttt e B-5

B.4: Silicon and Polysilicon ............ceiiuiiieii i i i e B-7

B.5: The Al(x)Ga(1-x)As Material System. . ..........oiieiii i i ai e B-10

B.6: The In(1-x)Ga(x)As(Y)P(1-y) System . . ... v i i i eas B-11

B.7: Silicon Carbide (SiC) . . ...c.viei it i i e B-12

B.8: Material Defaults for GaN/INN/AIN System. . ....... ..ot e i nnnnns B-13

B.9: Material Defaults for Compound Semiconductors .............ccoiiiiiiiiiiiii i B-20

B.10: Miscellaneous Semiconductors . .........ouviiiiiiiie i rnn s sanrerannerannssannns B-27

= 0 T 3T T o] B-31

B.12: Metals/ConduCOrs. . . ...ttt i e i e s B-33

B.13: Optical Properties . .........cviiiiiiiii it it i i e B-34

B.13.1: SOPRA DatahasE . . . vttt ettt e B-35

B.14: User Defined Materials. . .. .....ouueiii ittt ii s e B-46

XVi SILVACO, Inc.



Table of Contents

Appendix C
RF and Small Signal AC Parameter Extraction[239] ..................coiiitt, C-1
Appendix D
MC Device Files. . . ..o ovii i ittt ittt et annnaaaaaaneeannns D-1
D.1: The Default Configuration File: defaults.in. ... e D-1
D.2: File FOrmats. . ....ov ottt i i i i D-7
D.2.1: Silvaco QUIPUL FilES. . . . oot e e e e e D-7
D.2.2: General QUIPUL FileS . . ..ot e D-9
D.2.3: Current QUIPUL FileS . .. oot e e e e D-11
D.2.4: Scattering OUIPUL FIles . . . oo D-12
D.2.5: Quantum OUIPUL FIlES . . . . oo e D-13
D.2.6: Miscellaneous Input And QUtPUL FIleS . .. ..o e D-14
D.2.7: Band Structure INpUE FIlES. . . . ..o oo D-14
D3 EXAMPIES ..ottt e D-16
D.3.1: Bulk n-type Silicon: medeviceeX01 . ... ..o D-16
D.3.2: A 25-nm n-MOSFET: MCAeviCeeX02. . . ... v ettt e e e e D-17
D.3.3: A 25-nm n-MOSFET with Quantum Correction: medeviceex03 . ...t D-19
D.3.4: A 25-nm p-MOSFET: mCdeviCeex04. . . ..ottt D-21
D.3.5: Aniimported 25-nm n-MOSFET: mCdeviceeX05. . . ... .ottt D-23
Appendix E
Hints and Tips. ...ttt i i nnnannn s s aannnnns E-1

SILVACO, Inc. XVii



ATLAS User’s Manual

This page is intentionally left blank.

Xvii SILVACO, Inc.



Chapter 1:
Introduction

1.1: ATLAS Overview

ATLAS provides general capabilities for physically-based two (2D) and three-dimensional
(3D) simulation of semiconductor devices. If you're new to ATLAS, read this chapter and Chapter 2:
“Getting Started with ATLAS” to understand how ATLAS works. Once you've read these chapters, you
can refer to the remaining chapters for a detailed understanding of the capabilities of each ATLAS
product.

Those who have used earlier versions of ATLAS may find it helpful to review the updated version
history in Appendix D: “ATLAS Version History”.

ATLAS is designed to be used with the VWF INTERACTIVE TOOLS. The VWF INTERACTIVE TOOLS are
DECKBUILD, TONYPLOT, DEVEDIT, MASKVIEWS, and OPTIMIZER. See their respective manuals on how
to use these products. See Section 1.3: “Using ATLAS With Other Silvaco Software” for more
information about using ATLAS with other Silvaco tools.

ATLAS is supplied with numerous examples that can be accessed through DECKBUILD. These
examples demonstrate most of ATLAS’s capabilities. The input files that are provided with the
examples are an excellent starting point for developing your own input files. To find out how to access
the example, see Chapter 2: “Getting Started with ATLAS”, Section 2.4: “Accessing The Examples”.

SILVACO, Inc. 1-1



ATLAS User’s Manual

1.2: Features And Capabilities of ATLAS

1.2.1: Comprehensive Set of Models

ATLAS provides a comprehensive set of physical models, including:

DC, AC small-signal, and full time-dependency.
Drift-diffusion transport models.

Energy balance and Hydrodynamic transport models.

Lattice heating and heatsinks.

Graded and abrupt heterojunctions.
Optoelectronic interactions with general ray tracing.
Amorphous and polycrystalline materials.
General circuit environments.

Stimulated emission and radiation

Fermi-Dirac and Boltzmann statistics.

Advanced mobility models.

Heavy doping effects.

Full acceptor and donor trap dynamics

Ohmic, Schottky, and insulating contacts.

SRH, radiative, Auger, and surface recombination.
Impact ionization (local and non-local).

Floating gates.

Band-to-band and Fowler-Nordheim tunneling.
Hot carrier injection.

Quantum transport models

Thermionic emission currents.

1.2.2: Fully Integrated Capabilities

ATLAS works well with other software from SILVACO. For example, ATLAS

Runs in the DECKBUILD interactive run-time environment.

Is interfaced to TONYPLOT, the interactive graphics and analysis package.
Accepts input from the ATHENA and SSUPREMS3 process simulators.

Is interfaced to UTMOST parameter extraction and device modeling software.
can be used in experiments with the VWF AUTOMATION TOOLS.

1.2.3: Sophisticated Numerical Implementation

ATLAS uses powerful numerical techniques, including:

Accurate and robust discretization techniques.

Gummel, Newton, and block-Newton nonlinear iteration strategies.
Efficient solvers, both direct and iterative, for linear subproblems.

Powerful initial guess strategies.

Small-signal calculation techniques that converge at all frequencies.

Stable and accurate time integration.

1-2
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1.3: Using ATLAS With Other Silvaco Software

ATLAS is best used with the VWF INTERACTIVE TOOLS. These include DECKBUILD, TONYPLOT,
DEVEDIT, MASKVIEWS, and OPTIMIZER. DECKBUILD provides an interactive run time environment.
TONYPLOT supplies scientific visualization capabilities. DEVEDIT is an interactive tool for structure
and mesh specification and refinement. MASKVIEWS is an IC Layout Editor. The OPTIMIZER supports
black box optimization across multiple simulators.

ATLAS, however, is often used with the ATHENA process simulator. ATHENA predicts the physical
structures that result from processing steps. The resulting physical structures are used as input by
ATLAS, which then predicts the electrical characteristics associated with specified bias conditions.
The combination of ATHENA and ATLAS makes it possible to determine the impact of process
parameters on device characteristics.

The electrical characteristics predicted by ATLAS can be used as input by the UTMOST device
characterization and SPICE modeling software. Compact models based on simulated device
characteristics can then be supplied to circuit designers for preliminary circuit design. Combining
ATHENA, ATLAS, UTMOST, and SMARTSPICE makes it possible to predict the impact of process
parameters on circuit characteristics.

ATLAS can also be used as one of the simulators within the VWF AUTOMATION TOOLS. VWF makes it
convenient to perform highly automated simulation-based experimentation. VWF is used in a way that
reflects experimental research and development procedures using split lots. It therefore links
simulation very closely to technology development, resulting in significantly increased benefits from
simulation use.
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1.4: The Nature Of Physically-Based Simulation

ATLAS is a physically-based device simulator. Physically-based device simulation is not a familiar
concept for all engineers. This section will briefly describe this type of simulation.

Physically-based device simulators predict the electrical characteristics that are associated with
specified physical structures and bias conditions. This is achieved by approximating the operation of a
device onto a two or three dimensional grid, consisting of a number of grid points called nodes. By
applying a set of differential equations, derived from Maxwell’s laws, onto this grid you can simulate
the transport of carriers through a structure. This means that the electrical performance of a device
can now be modeled in DC, AC or transient modes of operation.

There are three physically-based simulation. These are:

e It is predictive.

e It provides insight.

¢ It conveniently captures and visualizes theoretical knowledge.

Physically-based simulation is different from empirical modeling. The goal of empirical modeling is to
obtain analytic formulae that approximate existing data with good accuracy and minimum complexity.

Empirical models provide efficient approximation and interpolation. They do not provide insight, or
predictive capabilities, or encapsulation of theoretical knowledge.

Physically-based simulation has become very important for two reasons. One, it is almost always much
quicker and cheaper than performing experiments. Two, it provides information that is difficult or
impossible to measure.

The drawbacks of physically-based simulation are that all the relevant physics must be incorporated
into a simulator. Also, numerical procedures must be implemented to solve the associated equations.
These tasks have been taken care of for ATLAS users.

Those who use physically-based device simulation tools must specify the problem to be simulated. In
ATLAS, specify device simulation problems by defining:

¢ The physical structure to be simulated.
¢ The physical models to be used.
e The bias conditions for which electrical characteristics are to be simulated.

The subsequent chapters of this manual describe how to perform these steps.

1-4
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Chapter 2:
Getting Started with ATLAS

2.1: Overview

ATLAS is a physically-based two and three dimensional device simulator. It predicts the electrical
behavior of specified semiconductor structures and provides insight into the internal physical
mechanisms associated with device operation.

ATLAS can be used standalone or as a core tool in SILVACO’s VIRTUAL WAFER FAB simulation
environment. In the sequence of predicting the impact of process variables on circuit performance,
device simulation fits between process simulation and SPICE model extraction.

This chapter will show you how to use ATLAS effectively. It is a source of useful hints and advice. The
organization of topics parallels the steps that you go through to run the program. If you have used
earlier versions of ATLAS, you will still find this chapter useful because of the new version.

This chapter concentrates on the core functionality of ATLAS. If you’re primarily interested in the
specialized capabilities of a particular ATLAS tool, read this chapter first. Then, read the chapters
that describe the ATLAS tools you wish to use.
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2.2: ATLAS Inputs and Outputs

Figure 2-1 shows the types of information that flow in and out of ATLAS. Most ATLAS simulations use
two input files. The first input file is a text file that contains commands for ATLAS to execute. The
second input file is a structure file that defines the structure that will be simulated.

ATLAS produces three types of output files. The first type of output file is the run-time output, which
gives you the progress and the error and warning messages as the simulation proceeds. The second
type of output file is the log file, which stores all terminal voltages and currents from the device
analysis. The third type of output file is the solution file, which stores 2D and 3D data relating to the
values of solution variables within the device at a given bias point.

(Structure and
Mesh Editor)

Runtime Output

Log Files I

(Visualization
Tool)

Structure Files

0

ATLAS
Device Simulator

(Process Simulator)

Command File I

Solution Files

DeckBuild

(.

(Run Time Environment)

Figure 2-1: ATLAS Inputs and Outputs
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2.3: Modes of Operation

ATLAS is normally used in conjunction with the DECKBUILD run-time environment, which supports
both interactive and batch mode operation. We strongly recommend that you always run ATLAS
within DECKBUILD. In this section, we present the basic information you need to run ATLAS in
DECKBUILD. The DECKBUILD USER’S MANUAL provides a more detailed description of the features and
capabilities of DECKBUILD.

2.3.1: Interactive Mode With DeckBuild
To start ATLAS in DECKBUILD, type:
deckbuild -as

at the UNIX system command prompt. The command line option, -as, instructs DECKBUILD to start
ATLAS as the default simulator.

If you want to start from an existing input file, start DECKBUILD by typing:
deckbuild -as <input filename>

The run-time output shows the execution of each ATLAS command and includes error messages,
warnings, extracted parameters, and other important output for evaluating each ATLAS run. When
ATLAS runs in this mode, the run-time output is sent to the output section of the DeckBuild Window
and can be saved as needed. Therefore, you don’t need to save the run-time output explicitly. The
following command line, however, specifies the name of a file that will be used for storing the run-time
output.

deckbuild -as <input filename> -outfile <output filename>

In this case, the run-time output is sent to the output file and to the output section of the DeckBuild
Window.

2.3.2: Batch Mode With DeckBuild

To use DECKBUILD in a non-interactive or batch mode, add the -run parameter to the command that
invokes DECKBUILD. A prepared command file is required for running in batch mode. We advise you to
save the run-time output to a file, since error messages in the run-time output would otherwise be lost
when the batch job completes. For example:

deckbuild -run -as <input filename> -outfile <output filename>

Using this command requires a local X-Windows system to be running. The job runs inside a
DECKBUILD icon on the terminal and quits automatically when the ATLAS simulation is complete. You
can also run DECKBUILD using a remote display. For example:

deckbuild -run -as <input file> -outfile <output file> -display<hostname>:0.0

2.3.3: No Windows Batch Mode With DeckBuild

For completely non-X Windows operation of DECKBUILD, use the ~ascii parameter. For example:
deckbuild -run -ascii -as <input filename> -outfile <output filename>

This command directs DECKBUILD to run the ATLAS simulation without the DeckBuild Window or
icon. This is useful for remote execution without an X Windows emulator or for replacing UNIX-based
ATLAS runs within framework programs.

When using batch mode, use the UNIX command suffix, &, to detach the job from the current command
shell. To run a remote ATLAS simulation under DECKBUILD without display and then logout from the
system, use the UNIX command, nohup , before the DECKBUILD command line. For example:

nohup deckbuild -run -ascii -as <input filename> -outfile <output filename> &
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2.3.4: Running ATLAS inside Deckbuild
Each ATLAS run inside DECKBUILD should start with the line:

go atlas

A single input file may contain several ATLAS runs each separated with a go atlas line. Input files
within DECKBUILD may also contain runs from other programs such as ATHENA or DEVEDIT along
with the ATLAS runs.

Running a given version number of ATLAS

The go statement can be modified to provide parameters for the ATLAS run. To run version 5.14.0.R,
the syntax is:

go atlas simflags="-V 5.14.0.R"

Starting Parallel ATLAS

The -P option is used to set the number of processors to use in a parallel ATLAS run. If the number set
by -P is greater than the number of processors available or than the number of parallel thread
licenses, the number is automatically reduced to this cap number. To run on 4 processors, use:

go atlas simflags="-V 5.14.0.R -P 4"

2.3.5: Batch Mode Without DeckBuild

You can run ATLAS outside the DECKBUILD environment. But this isn’t recommended by SILVACO. If
you don’t want the overhead of the DeckBuild Window, use the No Windows Mode. Many important
features such as variable substitution, automatic interfacing to process simulation, and parameter
extraction are unavailable outside the DECKBUILD environment. To run ATLAS directly under UNIX,
use the command:

atlas <input filename>

To save the run-time output to a file, don’t use the UNIX redirect command (>). Simply specify the
name of the output file. For example:

atlas <input filename> -logfile <output filename>

Note: The standard examples supplied with ATLAS will not run correctly outside of DECKBUILD.

2.3.6: TMA Compatibility Mode

You can add the -TMA command line flag to the atlas command to direct the ATLAS simulator to
operate in TMA Compatibility Mode. In this mode, the default material models and parameters are

altered to closely agree with those of TMA’s Medici® simulator.

2.3.7: ISE Compatibility Mode

You can add the -ISE command line flag to the atlas command to direct the ATLAS simulator to
operate in ISE Compatibility Mode. In this mode, the default material models and parameters are

©

altered to closely agree with those of ISE’s Dessis™ simulator.
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2.4: Accessing The Examples

ATLAS has a library of standard examples that demonstrate how the program is used to simulate
different technologies. These examples are a good starting point for creating your own simulations.
The examples are accessed from the menu system in DECKBUILD. To select and load an example:

1. Start DECKBUILD with ATLAS as the simulator, which is described in the previous section.

2. Use left mouse button to pull down the Main Control menu.

3. Select Examples. An index will then appear in a Deckbuild Examples Window (see Figure 2-2).

o

Deckbuild: Examples

Index r) Section r)

L3N

Index

1 MOS 1 : MOS Application Examples

2 MOS2 ; Advanced MOS Application Examples

3 BJT: Bipobr Application Examples

4 DIODE : Dinde Application Examples

& S0I; Application Exampies

& EPROM : Application Examples

7 LATCHUP : CMOES Latchup Application Examples
8 ESD : ESD Application Examples

9 POWER : Power Device Application Examples

10 ISOLATION : IEOLATION Applications Examples
11 MESFET : Application Examples

12 HBT : HBT Application Examples

13 HEMT: HEMT Application Examples

14 QUANTUM : Device Smulation with Quantum Mechanics

15 FASTATLAS : FastATLAS MESFET and HEMT Application Examples

Figure 2-2: Examples Index in DeckBuild

The examples are divided by technology or technology group. For instance, the most common
technologies are individually listed (e.g., MOS are under BJT), while others are grouped with similar
devices (e.g., IGBT and LDMOS are under POWER, and solar cell and photodiode are under
OPTOELECTRONICS).

4. Choose the technology by double clicking the left mouse button over that item. A list of examples
for that technology will appear. These examples typically illustrate different devices, applications,
or types of simulation.

You can also search for an example by selecting the Index button. Wildcards can be used in the

search.

SILVACO, Inc.
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5. Choose a particular example by double clicking the left mouse button over that item in the list. A

text description of the example will appear in the window. This text describes the important
physical mechanisms in the simulation and the details of the ATLAS syntax used. You should read
this information before proceeding.

Press the Load example button. The input command file for the example will be copied into your
current working directory together with any associated files. A copy of the command file will be
loaded into DECKBUILD. Note that the Load example button remains faded out until this step is
performed correctly.

Press the run button in the middle frame of the DECKBUILD application window to run the
example. Alternatively, most examples are supplied with results that are copied into the current
working directory along with the input file. To view the results, select (highlight) the name of the
results file and select Tools-Plot. See the TONYPLOT USER’S MANUAL for details on using
TONYPLOT.

2-6
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2.5: The ATLAS Syntax

An ATLAS command file is a list of commands for ATLAS to execute. This list is stored as an ASCII
text file that can be prepared in DECKBUILD or in any text editor. Preparing an input file in

DECKBUILD is preferred. You can create an input file by using the DeckBuild Commands menu in the
DeckBuild Window.

2.5.1: Statements and Parameters

The input file contains a sequence of statements. Each statement consists of a keyword that identifies
the statement and a set of parameters. The general format is:

<STATEMENT> <PARAMETER>=<VALUE>

With a few exceptions, the input syntax is not case sensitive. One important exception is that
commands described in this manual as being executed by DECKBUILD rather than ATLAS are case
sensitive. These include EXTRACT, SET, GO, and SYSTEM. Also, filenames for input and output under
UNIX are case sensitive.

For any <STATEMENT>, ATLAS may have four different types for the <VALUE> parameter. These are:
Real, Integer, Character, and Logical.

An example of a statement line is:
DOPING UNIFORM N.TYPE CONCENTRATION=1.0el6 REGION=1 OUTFILE=my.dop

The statement is DOPING. All other items are parameters of the DOPING statement. UNIFORM and
N.TYPE are Logical parameters. Their presence on the line sets their values to true. Otherwise, they
take their default values (usually false). CONCENTRATION is a Real parameter and takes floating
point numbers as input values. REGION is an Integer parameter taking only integer numbers as input.
OUTFILE is a Character parameter type taking strings as input.

The statement keyword must come first but the order of parameters within a statement is
unimportant.

You only need to use enough letters of any parameter to distinguish it from any other parameter on the
same statement. Thus, CONCENTRATION can be shortened to CONC. REGION. It can’t be shortened to R,
however, since there’s a parameter called RATTO associated with the DOPING statement.

You can set logical parameters to false by preceding them with the ~ symbol. Any line beginning
with a # is ignored. These lines are used as comments.

ATLAS can read up to 256 characters on one line. But it is better to spread long input statements over
several lines to make the input file more readable. The \ character at the end of a line indicates
continuation.

For more information about statements and parameters in ATLAS, see Chapter 21: “Statements”.

2.5.2: The Order of ATLAS Commands

The order in which statements occur in an ATLAS input file is important. There are five groups of
statements that must occur in the correct order (see Figure 2-3). Otherwise, an error message will
appear, which may cause incorrect operation or termination of the program. For example, if the
material parameters or models are set in the wrong order, then they may not be used in the
calculations.

The order of statements within the mesh definition, structural definition, and solution groups is also
important. Otherwise, it may also cause incorrect operation or termination of the program.
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Group Statements

MESH
REGION
ELECTRODE
DOPING

1. Structure Specification

MATERIAL
MODELS
CONTACT
INTERFACE

2. Material Models Specification

3. Numerical Method Selection —— METHOD

LOG
SOLVE
LOAD
SAVE

4. Solution Specification

(3

. Results Analysis EXTRACT
TONYPLOT

Figure 2-3: ATLAS Command Groups with the Primary Statements in each Group

2.5.3: The DeckBuild Command Menu

The DeckBuild Command Menu (Command Menu) can help you to create input files. This menu is
found under the Commands button on DECKBUILD’s main screen. The Commands Menu is configured
for ATLAS whenever ATLAS is the currently active simulator in DECKBUILD. When ATLAS is active,
which is indicated in the lower bar of the DeckBuild Window, an ATLAS command prompt will appear
in the DECKBUILD output section.

The Command Menu gives you access to pop-up windows where you type information. When you select
the Write button, syntactically correct statements are written to the DECKBUILD text edit region. The
DeckBuild Command Menu does not support all possible ATLAS syntax, but aims to cover the most
commonly used commands.

2.5.4: PISCES-II Quick Start

This section is a quickstart for those who may be familiar with the syntax and use of the Stanford
University PISCES-II program or other device simulators derived from this program.

The major differences between ATLAS and PISCES-II are:

e all graphics are handled by a separate interactive graphics program, TONYPLOT. By using
TONYPLOT, you no longer need to run the device simulator simply to plot or alter graphics.

* no need to separate individual ATLAS simulations into separate input files. Multiple runs of
ATLAS are possible in the same input file separated by the line go atlas. There’s also no need to
separate process and device simulation runs of SILVACO products into separate input files. A
single file containing ATHENA and ATLAS syntax is permitted in DECKBUILD.

¢ the interface from process to device simulation is handled though a single file format compatible
with other programs. The file read by ATLAS is the default output file format of ATHENA. No
special file format for the interface is required.

¢ when defining a grid structure within ATLAS, the NODE and LOCATION syntax to define exact grid
line numbers in X and Y is not recommended. A more reliable and easier to use syntax using
LOCATION and SPACING is available.
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e using the REGRID command is not recommended due to the creation of obtuse triangles. A
standalone program, such as DEVEDIT, can be used as a grid pre-processor for ATLAS.

¢ all numerical method selection commands and parameters are on the METHOD statement. The
SYMBOLIC statement is not used. Historically, SYMBOLIC and METHOD were used as a coupled pair of
statements, but it is more convenient to use a single statement (METHOD) instead. Most of the old
parameters of the SYMBOLIC statement have the same meaning and names, despite this move to a
single statement. One notable change in ATLAS is that you can combine numerical methods
together.

See the “Pisces-II Compatibility” section on page 2-49 for more information concerning the
translation of PISCES-II numerics statements.

e various general purpose commands are actually part of the DECKBUILD user environment. These
include SET, EXTRACT, GO, SYSTEM, and SOURCE. These commands can be interspersed inside
ATLAS syntax.

e Variable substitution is supported for both numerical and string variables using the SET statement
and the $ symbol. To avoid confusion, the # symbol is preferred over the $ symbol for comment
statements.

In addition to these changes, the physical models are generally different in ATLAS. Most of the
original PISCES-II models have been preserved but often are not the default or the recommended
models to use. See the on-line examples for technology specific information about models.
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2.6: Defining A Structure
There are three ways to define a device structure in ATLAS.

The first way is to read an existing structure from a file. The structure is created either by an earlier
ATLAS run or another program such as ATHENA or DEVEDIT. A MESH statement loads in the mesh,
geometry, electrode positions, and doping of the structure. For example:

MESH INFILE=<filename>

The second way is to use the Automatic Interface feature from DECKBUILD to transfer the input
structure from ATHENA or DEVEDIT.

The third way is create a structure by using the ATLAS command language. See Chapter 21:
“Statements” for more information about the ATLAS syntax.

2.6.1: Interface From ATHENA

When ATHENA and ATLAS are run under DECKBUILD, you can take advantage of an automatic
interface between the two programs. Perform the following steps to load the complete mesh, geometry,

and doping from ATHENA to ATLAS.
1. Deposit and pattern electrode material in ATHENA.

2. Use the ELECTRODE statement in ATHENA to define contact positions. Specify the X and Y
coordinates as cross-hairs to pin-point a region. The whole region is then turned into electrode. In
many cases, only the X coordinate is needed. For example:

ELECTRODE NAME=gate X=1.3 [Y=-0.1])
There is a special case to specify a contact on the bottom of the structure. For example:

ELECTRODE NAME=substrate BACKSIDE

3. Save a structure file while ATHENA is still the active simulator. For example:
STRUCTURE OUTF=nmos.str

4. Start ATLAS with the go atlas command written in the same input deck. This will automatically
load the most recent structure from ATHENA into ATLAS.

If you need to load the structure saved in step 4 into ATLAS without using the auto-interface
capability, use the MESH command. For example:

MESH INF=nmos.str

ATLAS inherits the grid used most recently by ATHENA. With a careful choice of initial mesh or by
using the grid manipulation techniques in ATHENA, you can produce a final mesh from ATHENA
that will give good results in ATLAS. But, a grid that is appropriate for process simulation isn’t always
appropriate for device simulation. If the final ATHENA mesh is inappropriate for ATLAS, use either
DEVEDIT to re-mesh the structure or the REGRID command.

Note: There’s no need to specify a MESH command in ATLAS when using the Automatic Interface of Deckbuild.
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2.6.2: Interface From DevEdit

A 2D or 3D structure created by DEVEDIT can be read into ATLAS using the following statement.
MESH INF=<structure filename>

This statement loads in the mesh, geometry, electrode positions, and doping of the structure. ATLAS
will automatically determine whether the mesh is 2D for S-PISCES or BLAZE, or 3D for DEVICE3D
or BLAZE3D.

If the structure coming from DEVEDIT were originally created by ATHENA, then define the electrodes
in ATHENA as described in the previous section. If the structure is created in DEVEDIT, the electrode
regions should be defined in the Region/Add region menu of DEVEDIT.

2.6.3: Using The Command Language To Define A Structure

To define a device through the ATLAS command language, you must first define a mesh. This mesh or
grid covers the physical simulation domain. The mesh is defined by a series of horizontal and vertical
lines and the spacing between them. Then, regions within this mesh are allocated to different
materials as required to construct the device. For example, the specification of a MOS device requires
the specification of silicon and silicon dioxide regions. After the regions are defined, the location of
electrodes is specified. The final step is to specify the doping in each region.

When using the command language to define a structure, the information described in the following
four sub-sections must be specified in the order listed.

Specifying The Initial Mesh
The first statement must be:
MESH SPACE.MULT=<VALUE>
This is followed by a series of X.MESH and Y .MESH statements.

X.MESH LOCATION=<VALUE> SPACING=<VALUE>

Y.MESH LOCATION=<VALUE> SPACING=<VALUE>

The SPACE.MULT parameter value is used as a scaling factor for the mesh created by the X.MESH and
Y.MESH statements. The default value is 1. Values greater than 1 will create a globally coarser mesh
for fast simulation. Values less than 1 will create a globally finer mesh for increased accuracy. The
X.MESH and Y.MESH statements are used to specify the locations in microns of vertical and horizontal
lines, respectively, together with the vertical or horizontal spacing associated with that line. You must
specify at least two mesh lines for each direction. ATLAS automatically inserts any new lines required
to allow for gradual transitions in the spacing values between any adjacent lines. The X.MESH and
Y.MESH statements must be listed in the order of increasing x and y. Both negative and positive values
of x and y are allowed.

Figure 2-4 illustrates how these statements work. On the left hand plot, note how the spacing of the
vertical lines varies from 1 uym at x=0 and x=10 pm to 0.5 um at x=5 um. On the right hand plot, note
how specifying the SPACE.MULT parameter to have a value of 0.5 has doubled the density of the mesh
in both the X and Y directions.

You can specify the PERIODIC parameter on the MESH statement to mean that the structure and mesh
are periodic in the x direction.
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Figure 2-4: Non-uniform Mesh Creation using ATLAS Syntax

After an initial mesh has been defined, you can remove grid lines in specified regions. This is typically
done in regions of the device where a coarse grid is expected to be sufficient such as the substrate. The
removal of grid lines is accomplished using the ELIMINATE statement. The ELIMINATE statement
removes every second mesh line in the specified direction from within a specified rectangle. For
example, the statement:

ELIMINATE COLUMNS X.MIN=0 X.MAX=4 Y.MIN=0.0 Y.MAX=3

removes every second vertical grid line within the rectangle bounded by x=0, x=4, y=0 and y=3
microns.

Specifying Regions And Materials

Once the mesh is specified, every part of it must be assigned a material type. This is done with REGTON
statements. For example:

REGION number=<integer> <material_type> <position parameters>

Region numbers must start at 1 and are increased for each subsequent region statement. You can have
up to 200 different regions in ATLAS. A large number of materials is available. If a composition-
dependent material type is defined, the x and y composition fractions can also be specified in the
REGION statement.

The position parameters are specified in microns using the X.MIN, X.MAX, Y.MIN, and Y.MAX
parameters. If the position parameters of a new statement overlap those of a previous REGION
statement, the overlapped area is assigned as the material type of the new region. Make sure that
materials are assigned to all mesh points in the structure. If this isn’t done, error messages will appear
and ATLAS won’t run successfully.

You can use the MATERIAL statement to specify the material properties of the defined regions. But you
must complete the entire mesh and doping definition before any MATERIAL statements can be used.
The specification of material properties is described in Section 2.7.2: “Specifying Material Properties”.
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Cylindrical Coordinates

Cylindrical coordinates are often used when simulating discrete power devices. In this mode, ATLAS
operates with x=0 as the axis of symmetry around which the cylindrical geometry is placed. Many of
the default units change when cylindrical coordinates are used. The calculated current is in Amps
rather than the usual Amps per micron. External elements are specified in absolute units (e.g., Farads,
not Farads/micron for capacitors).

The MESH statement must be used to specify cylindrical symmetry. The following statement creates a
mesh, which contains cylindrical symmetry.

MESH NX=20 NY=20 CYLINDRICAL
There are 20 mesh nodes along the X axis and 20 mesh nodes along the Y axis.
The following statement imports a mesh, which contains cylindrical symmetry.

MESH INF=meshO.str CYLINDRICAL

Note: The CYLINDRICAL parameter setting isn’t stored in mesh files. Therefore, this parameter must be specified each time
a mesh file, which contains cylindrical symmetry, is loaded.

Specifying Electrodes

Once you have specified the regions and materials, define at least one electrode that contacts a
semiconductor material. This is done with the ELECTRODE statement. For example:

ELECTRODE NAME=<electrode name> <position_parameters>

You can specify up to 50 electrodes. The position parameters are specified in microns using the X.MIN,
X.MAX, Y.MIN, and Y.MAX parameters. Multiple electrode statements may have the same electrode
name. Nodes that are associated with the same electrode name are treated as being electrically
connected.

Some shortcuts can be used when defining the location of an electrode. If no Y coordinate parameters
are specified, the electrode is assumed to be located on the top of the structure. You also can use the
RIGHT, LEFT, TOPF, and BOTTOM parameters to define the location. For example:

ELECTRODE NAME=SOURCE LEFT LENGTH=0.5

specifies the source electrode starts at the top left corner of the structure and extends to the right for
the distance LENGTH.

Specifying Doping

You can specify analytical doping distributions or have ATLAS read in profiles that come from either
process simulation or experiment. You specify the doping using the DOPING statement. For example:

DOPING <distribution_type> <dopant_type> <position_parameters>
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Analytical Doping Profiles

Analytical doping profiles can have uniform, gaussian, or complementary error function forms. The
parameters defining the analytical distribution are specified in the DOPING statement. Two examples
are shown below with their combined effect shown in Figure 2-5.

DOPING UNIFORM CONCENTRATION=1El6 N.TYPE REGION=1

DOPING GAUSSIAN CONCENTRATION=1E18 CHARACTERISTIC=0.05 P.TYPE \
X.LEFT=0.0 X.RIGHT=1.0 PEAK=0.1

The first DOPING statement specifies a uniform n-type doping density of 106 ¢cm™ in the region that
was previously labelled as region #1. The position parameters X.MIN, X.MAX, Y.MIN, and Y.MAX can be
used instead of a region number.

The second DOPING statement specifies a p-type Gaussian profile (see Equation 21-3) with a peak
concentration of 1018 cm™. This statement specifies that the peak doping is located along a line from x
= 0 to x = 1 microns. Perpendicular to the peak line, the doping drops off according to a Gaussian
distribution with a standard deviation of (0.05/ /2 ) pm. At x < 0 or x > 1, the doping drops off laterally

with a default standard deviation that is (70/ /2 )% of CHARACTERISTIC. This lateral roll-off can be
altered with the RATIO.LATERAL parameter. If a Gaussian profile is being added to an area that was
already defined with the opposite dopant type, you can use the JUNCTION parameter to specify the
position of the junction depth instead of specifying the standard deviation using the CHARACTERISTIC
parameter.
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Figure 2-5: Analytical specification of a 2D Profile
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The other analytical doping profile available is the complementary error function. This is defined as

erfc(z) = %ﬂjm exp(—yz)dy 2-1

V4

where the z variable is the distance scaled by the characteristic distance defined by the CHAR
parameter.

The following example show DOPING statements that use this analytical form.

DOPING ERFC N.TYPE PEAK=0.5 JUNCTION=1.0 CONC=1.0E19 X.MIN=0.25 \
X.MAX=0.75 RATIO.LAT=0.3 ERFC.LAT
DOPING P.TYPE CONC=1E18 UNIFORM

This sets up a donor profile with a peak concentration of 1.0E19 cm™ at X = 0.5 microns. The CHAR
parameter, which determines the rate of change of the doping level with distance, is not directly set on
the DOPING profile. Instead, it is calculated so that the net doping level at the position given by the

3

JUNCTION parameter is zero. In this example, the acceptor concentration is 1.0x 1018 em- everywhere

and so we require a donor density of 1.0x10'® cm™ at a position of 1 micron to create the p-n junction
there. The value of CHAR is calculated from the formula

erfc([JTUNCTION — PEAK]/CHAR) = 0./ 2-2
which results in a value of CHAR of approximately 0.43 microns.
Additionally, the donor concentration falls off in the lateral direction outside the range of 0.25 to 0.75

microns. The lateral falloff parameter is defined to be 0.3 times the principal falloff parameter and
has the shape of the complementary error function.

Importing 1D SSUPREM3 Doping Profiles

One-dimensional doping profiles can be read into ATLAS from a SSUPREMS3 output file. The doping
data must have been saved from SSUPREMS3 using the statement:

STRUCTURE OUTFILE=<output filename>
at the end of the SSUPREMS3 run.

In ATLAS, the MASTER parameter of the DOPING statement specifies that a SSUPREMS3 file will be
read by ATLAS. Since this file will usually contain all the dopants from the SSUPREMS simulation,
the desired dopant type must also be specified. For example, the statement:

DOPING MASTER INFILE=mydata.dat BORON REGION=1

specifies that the boron profile from the file mydata.dat should be imported and used in region #1.
SSUPREMS3 profiles are imported into ATLAS one at a time (i.e., one DOPING statement is used for
each profile or dopant). The statements:

DOPING MASTER INFILE=mydata.dat BORON OUTFILE=doping.dat
DOPING MASTER INFILE=mydata.dat ARSENIC X.RIGHT=0.8 RATIO=0.75
DOPING MASTER INFILE=mydata.dat ARSENIC X.LEFT=2.2 RATIO=0.75

offset the arsenic doping from boron to create a 2D doping profile from a single SSUPREMS3 result.

It is advisable to include the OUTFILE parameter on the first DOPING statement to create a 2D3D
doping file. This file will then be used in the next section to interpolate doping on a refined mesh after
a REGRID. This file, however, can’t be plotted in TONYPLOT. The position parameters and the
RATIO.LATERAL parameter are used in the same manner as for analytical doping profiles to set the
extent of the 1D profile.
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2.6.4: Automatic Meshing (Auto-meshing) Using The Command Language

Automatic meshing provides a simpler method for defining device structures and meshs than the
standard method described in Section 2.6.3: “Using The Command Language To Define A Structure”.
Auto-meshing is particularly suited for epitaxial structures, especially device structures with many
layers (for example, a VCSEL device). Auto-meshing unburdens you from the delicate bookkeeping
involved in ensuring that the locations of mesh lines in the Y direction are consistently aligned with
the edges of regions. This is done by specifying the locations of Y mesh lines in the REGION statements.
The following sections will show how auto-meshing is done, using a few simple examples.

Specifying The Mesh And Regions

In the first example, we use a simple device to show you the fundamental concepts of auto-meshing.
The first statements in this example are as follows:

MESH AUTO
X.MESH LOCATION=-1.0 SPACING=0.1
X.MESH LOCATION=1.0 SPACING=0.1

These statements are similar to the ones used in the standard method that described a mesh using the
command language as shown in Section 2.6.3: “Using The Command Language To Define A
Structure”. There are, however, two key differences. The first difference is the inclusion of the AUTO
parameter in the MESH statement. You need this parameter to indicate that you want to use auto-
meshing. The second and more important difference is that in this example we will not specify any
Y.MESH statements. This is because the locations of Y mesh lines will be automatically determined by
the parameters of the REGION statements.

You can still specify one or more Y.MESH statements. Such defined mesh lines will be included in the
mesh. But including Y.MESH statements is optional in auto-meshing.

In the next few statements of the example, we will show you several new concepts that will explain
how auto-meshing works. The following four lines describe the regions in the example device:

REGION TOP THICKNESS=0.02 MATERIAL=GaN NY=5 DONOR=1E16

REGION BOTTOM THICKNESS=0.1 MATERIAL=AlGaN NY=5 DONOR=1E17 X.COMP=0.2
REGION TOP THICKNESS=0.08 MATERIAL=AlGaN NY=4 ACCEPTOR=1E17 X.COMP=0.2
REGION BOTTOM THICKNESS=0.5 MATERIAL=AlGaN NY=10 DONOR=1E18 X.COMP=0.2

New Concepts

First, it appears that composition and doping are being specified in the REGION statement. This is the
case for the DONOR, ACCEPTOR, X.COMPOSITION and Y.COMPOSITION parameters in the REGION
statement that specify uniform doping or composition or both over the specified region. These
parameters are also available to the standard methods described in Section 2.6.3: “Using The
Command Language To Define A Structure”, but are more amenable to specification of epitaxial
structures such as we are describing in this example.

Next, you should notice several other new parameters. These are the TOP, BOTTOM, THICKNESS and NY
parameters. All of these are used to describe the relative locations and thicknesses of the layers as well
as the locations of the Y mesh lines. The most intuitive of these parameters is the THICKNESS
parameter, which describes the thickness in microns, in the Y direction of each layer. As for the extent
in the X direction, in the absence of any specified X.MIN or X.MAX parameters, it is assumed that the
region extends over the full range of the X mesh described above in the X.MESH statements.

The NY parameter describes how many Y mesh lines are contained in the region so that the Y mesh
lines are evenly spaced over the region. You can use the SY parameter instead of NY to specify the
spacing in microns between Y mesh lines in the region. Make sure the value of SY does not exceed the
value of THICKNESS. Generally, the relationship between Sy, NY and THICKNESS can be expressed by
the following:
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SY = THICKNESS/NY

Figure 2-6 shows the meanings of the TOP and BOTTOM parameters.
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Figure 2-6: Simple Example of Auto-meshing Showing Sequence of Structure Development.

This figure shows a progression of representations of how the structure’s mesh and region outlines
appear after each REGION statement. This figure should give you an intuitive feel of how the regions
are alternately placed on the top or bottom of the structure according to the specification of the TOP or
BOTTOM parameters. It is important to keep in mind that the ATLAS coordinate convention for the Y
axis is that positive Y is directed down into the device. This is similar to using the ToP and BOTTOM
parameters of the ELECTRODE statement.

One thing you might notice in this figure is that the number of Y mesh lines in each region does not
always match the number specified. This is because at each interface between regions, the Y mesh line
spacing is ambiguously defined and the auto-meshing algorithm will always pick the smaller spacing
between the two at each interface. Then, the spacing between Y mesh lines varies continuously
between subsequent interfaces in a similar way as it does for mesh spacings specified by the LOCATION
and SPACING parameters in the X.MESH and Y.MESH statements.

The auto-meshing algorithm maintains the "notion" of the current Y locations of the "top" and
"bottom". Let’s call these locations "Ytop" and "Ybottom".
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Before any REGION statements are processed, "Ytop" and "Ybottom" are both defined to be equal to
zero. As the REGION statements are processed, the following cases are addressed:

e If you place the region on the top, as specified by the TOP parameter, the region will extend from
"Ytop" to "Ytop"-THICKNESS (remember positive Y points down) and "Ytop" will move to the
new location "Ytop"-THICKNESS.

e Ifyou place the region on the bottom, as specified by the BOTTOM parameter, the region will extend
from "Ybottom" to "Ybottom"+THICKNESS and "Ybottom" will move to the new location
"Ybottom"+THICKNESS.

The auto-meshing algorithm will ensure that all regions are perfectly aligned to their neighboring
regions and there are no inconsistencies between the locations of Y mesh lines and the region edges
that they resolve.

Non-uniformity In The X Direction and Auto-meshing

In some cases, you may want to define a device with material discontinuities in the X direction. Such
discontinuities may represent etched mesa structures or oxide apertures. There are a couple of ways to
do this in auto-meshing. For example, you want to etch out a region from the structure of the previous
example, from X=0 to the right and from Y=0 to the top. You can add the statement

REGION MATERIAL=Air X.MIN=0.0 Y.MAX=0.0

In this statement, we are not using the auto-meshing features but are using syntax of the standard
meshing methods described in Section 2.6.3: “Using The Command Language To Define A Structure”.
ATLAS supports mixing the standard syntax with auto-meshing but be careful when doing this as we
will explain shortly. Figure 2-7 shows the resulting structure and mesh after adding this statement.
In this figure, we see that we have obtained the desired result.
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Figure 2-7: Structure Etch Example in Auto-meshing
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The potential pitfall in using absolute Y coordinates in auto-meshing is that the location you choose,
for example, by summing up thicknesses may not match the location your computer has calculated
with its inherent numerical imprecision. The result is not only that the resulting structure may not
exactly match what you desire. More importantly, you may end up accidently creating a mesh with Y
mesh lines closely spaced (usually in the order of the machine precision). This can cause numerical
instability (poor convergence) and can overflow or underflow in certain models. What’s worse is that
this situation is difficult to detect.

There is, however, one situation where we can absolutely predict the location of an edge or Y mesh line.
That is at Y=0. This is exactly what we have done in our example. So if you want to use auto-meshing
with specifications of an absolute value of Y, then arrange your device structure so that the
specification of Y will be at zero.

This also applies to the location of a recessed electrode. Make sure it is located at Y=0 if you are using
auto-meshing.

There is another method of providing for discontinuities in material in the X direction that is
absolutely safe from the previously discussed problems. In this approach, we use another parameter
called STAY in the REGION statement in conjunction with the TOP or BOTTOM parameters.

The following describes the effect of the STAY parameter in the REGION statement.

e If you place the region on the top, as specified by the TOP parameter, and the STAY parameter is
specified, the region will extend from "Ytop" to "Ytop"-THICKNESS and "Ytop" will remain in its
current position.

e If you place the region on the bottom, as specified by the BOTTOM parameter, and the STAY
parameter is specified, the region will extend from "Ybottom" to "Ybottom"+THICKNESS and
"Ybottom" will remain in its current position.

The use of the STAY parameter can best be illustrated by the following example. In this example, we
will reproduce the same structure discussed in the last example but this time using only STAY
parameters and by not using any specification of absolute Y coordinates. The new REGION
specifications are as follows:

REGION BOTTOM THICKNESS=0.1 MATERIAL=AlGaN NY=5 DONOR=1E17 X.COMP=0.2
REGION BOTTOM THICKNESS=0.5 MATERIAL=AlGaN NY=10 DONOR=1E18 X.COMP=0.2
REGION TOP STAY THICKNESS=0.02 MATERIAL=GaN NY=5 DONOR=1E16
REGION TOP THICKNESS=0.02 MATERIAL=Air NY=5 X.MIN=0.0
REGION TOP STAY THICKNESS=0.08 MATERIAL=AlGaN NY=4 ACCEPTOR=1El7 X.COMP=0.2
REGION TOP THICKNESS=0.08 MATERIAL=Air NY=4 X.MIN=0.0

In this example, we slightly rearranged the REGION statements for clarity and split one region into
two. Figure 2-8 shows the results.
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Figure 2-8: Structure Etching Example Using The STAY Parameter

The following describes the operation of the STAY parameter in this example:

The STAY parameter in the third REGION statement means that the fourth REGION will start at the
same Y coordinate as the third.

Since the THICKNESS and NY parameters are the same in the third and fourth regions, they will
have the same range of Y values and the same Y mesh.

The specification of X.MIN in the fourth REGION statement means that the region will not
completely overlap the third region but will only overlap to a minimum X value of 0.

The lack of a STAY parameter in the fourth REGION statement means that the fifth region will lie
directly atop the third and fourth regions.

The STAY parameter in the fifth REGION statement means that the sixth REGION will start at the
same Y coordinate as the fifth.

Since the THICKNESS and NY parameters are the same in the fifth and sixth regions, they will have
the same range of Y values and the same Y mesh.

The specification of X.MIN in the sixth REGION statement means that the region will not completely
overlap the fifth region but will only overlap to a minimum X value of 0.

As you can see, using the STAY parameter carefully avoids the problems of specifying values of Y
coordinates and the potential problems involved. By doing so, you can specify arbitrary stepped
structures.
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Grading of Composition and Doping

We have provided another method for specifying composition or doping or both in the REGION
statement that is available for both auto-meshing and meshing using the standard method described
in Section 2.6.3: “Using The Command Language To Define A Structure”. This method allows linear
grading of rectangular regions. Eight new parameters of the REGION statement support this function.
They are ND.TOP, ND.BOTTOM, NA.TOP, NA.BOTTOM, COMPX.TOP, COMPX.BOTTOM, COMPY.TOP, and
COMPY.BOTTOM. In the syntax of these parameter names, "TOP" refers to the "top" or extreme Y
coordinate in the negative Y direction, and "BOTTOM" refers to the "bottom" or extreme Y coordinate in
the positive Y direction. With this in mind, the following rules apply:

e If you specify ND.TOP and ND.BOTTOM in a REGION statement, the donor doping in the region will
vary linearly from the value specified by ND.TOP at the "top" of the device to the value specified by
ND.BOTTOM at the "bottom" of the device.

¢ Ifyou specify NA.TOP and NA.BOTTOM in a REGION statement, the acceptor doping in the region will
vary linearly from the value specified by NA.TOP at the "top" of the device to the value specified by
NA.BOTTOM at the "bottom" of the device.

e Ifyou specify COMPX.TOP and COMPX.BOTTOM in a REGION statement, the X composition fraction in
the region will vary linearly from the value specified by COMPX. TOP at the "top" of the device to the
value specified by COMPX . BOTTOM at the "bottom" of the device.

e If you specify COMPY.TOP and COMPY . BOTTOM in a REGION statement, the Y composition fraction in
the region will vary linearly from the value specified by COMPY . TOP at the "top" of the device to the
value specified by COMPY . BOTTOM at the "bottom" of the device.

Note: Any subsequent DOPING statements will add to the doping specified by the doping related parameters on the REGION
statement.
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Superlattices and Distributed Bragg Reflectors DBRs

For auto-meshing, we have provided a convenient way of specifying a certain class of superlattices or
as they are commonly used distributed Bragg reflectors (DBRs). This class of superlattice includes any
superlattice that can be described as integer numbers of repetitions of two different layers. By
different, we mean that the two layers may have different thicknesses, material compositions, or
dopings, or all. These "conglomerate" structures are specified by the DBR or SUPERLATTICE statement.
Actually, SUPERLATTICE is a synonym for DBR. Therefore in the following discussion, we will use the
DBR syntax and recognize that SUPERLATTICE and DER can be used interchangeably.

Most of the syntax of the DBR statement is similar to the syntax of the REGION statement, except the
syntax is set up to describe two regions (or two sets of regions). As you will see, we differentiate these
regions (or sets of regions) by the indices 1 and 2 in the parameter’s name.

The following example should make this concept clear.

MESH AUTO
X.MESH LOCATION=-1.0 SPACING=0.1
X.MESH LOCATION=1.0 SPACING=0.1

DBR TOP LAYERS=4 THICK1=0.1l THICK2=0.2 N1=2 N2=3 MAT1=GaAs MAT2=AlGaAs \
X2 .COMP=0.4

DBR BOTTOM LAYERS=3 THICK1=0.05 THICK2=0.075 N1=3 N2=3 MAT1=AlGaAs \
MAT2=GaAs X1.COMP=0.4

In this example, we can see we are using auto-meshing because of the appearance of the AUTO
parameter in the MESH statement. The DBER statements should be familiar since the functionality and
syntax are similar to the REGION statement. We will not discuss those similarities here. We will only
discuss the important differences. For more information about the similarities, see Chapter 21:
“Statements” .

The main new parameter is the LAYERS parameter. This parameter specifies the total number of
regions added. The region indexed "1" is always added first, then the region indexed "2" is added, and
depending on the value of L.AYERS, the sequence of regions continues 1, 2, 1, 2, 1, ...

Figure 2-9 shows the functionality of the DBR statement, which gives the resulting structure and mesh
from the example.
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Figure 2-9: Supperlattice Example Structure

2.6.5: Modifying Imported Regions

If you import a device structure from a file using the INFILE parameter of the MESH statement, you
may want to modify some of the characteristics of one or more of the regions in the structure. To do
this, specify a REGION statement with the MODIFY parameter and the NUMBER or NAME parameter
assigned to the region number of interest. You can specify/respecify any of the following REGION
statement parameters: STRAIN, WELL.CNBS, WELL.VNBS, WELL.GAIN, POLAR.SCALE, QWELL, LED,
WELL.FIELD, and POLARIZATION.

2.6.6: Remeshing Using The Command Language

It can be difficult to define a suitable grid when specifying a structure with the command language.
The main problem is that the meshes required to resolve 2D doping profiles and curved junctions are
quite complicated. Simple rectangular meshes require an excessive number of nodes to resolve such
profiles. If a device structure only includes regions of uniform doping, then there’s usually no need to
regrid. But when realistic 2D doping profiles are present, a regrid may be necessary.

Note: The recommended solution for defining complex mesh structures for ATLAS is to use the standalone program,
DEVEDIT.
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Regrid On Doping

ATLAS includes a regridding capability that generates a fine mesh only in a localized region. You
specify a quantity on which the regrid is to be performed. The mesh is then refined in regions where
the specified quantity varies rapidly. Whenever a specified quantity (usually doping) changes quickly,
the regridding will automatically grade the mesh accordingly. You can get a regrid on doping before
any solutions are obtained. You can do this by using the statement:

REGRID LOGARITHM DOPING RATIO=2 SMOOTH.KEY=4 DOPFILE=<filenamel> \
OUTFILE=<filename2>

This statement must be used after the MESH, REGION, MATERIAL, ELECTRODE, and DOPING statements
described previously. The effects of this REGRID statement on a simple diode structure are shown in
Figure 2-10.
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Figure 2-10: Regrid on doping provides improved resolution of junction
In this statement, the regridding will resolve doping profiles to two orders of magnitude in change.

The doping file, filenamel, must be specified in the first DOPING statement with the OUTFILE
parameter. The results of the regrid are saved in the file, filename2. The SMOOTH.KEY parameter value
selects a smoothing algorithm. A value of 4 is typically best as this algorithm tends to produce the
fewest obtuse triangles. For a complete description of the various smoothing algorithms, see Chapter
20: “Numerical Techniques”.
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Regrid Using Solution Variables

The REGRID statement can use a wide range of solution variables as the basis for mesh refinement. A
regrid on solution variables can only be used after a solution has been obtained. After a regrid on a
solution variable, the solution must be re-solved at the same bias in ATLAS.

For example:

REGRID POTENTIAL RATIO=0.2 MAX.LEVEL=1 SMOOTH.K=4 DOPFILE=<filenamel>
SOLVE PREV

Regrid on potential is often used for high voltage power devices.

Note: You can use the REGRID statement any number of times on a structure. But we advise you to quit and restart ATLAS
between regrids on electrical quantities. You can use the go atlas statement to do this. This should be followed by a MESH
statement, loading the output file of the REGRID command, and a re-setting of all material and model parameters.

2.6.7: Specifying 2D Circular Structures

In some situations, it may be desirable to construct a device with a circular cross section. This is
possible by using DEVEDIT and by using the MESH statement in the ATLAS command language. Make
sure to put the MESH statement first in the input deck and specify the CTRCULAR parameter.

The radial mesh spacing is then given by a series of R.MESH statements and the angular mesh given by
a series of A.MESH statements. The angles are specified in degrees between 0 and 360.

For example

MESH CIRCULAR

.MESH LOC=0.0 SPAC=0.05
.MESH LOC=0.2 SPAC=0.05
.MESH LOC=0.35 SPAC=0.025
.MESH LOC=0.39 SPAC=0.01
.MESH LOC=0.4 SPAC=0.01

2ol s s B

A.MESH LOC=0 SPAC=30
A.MESH LOC=360 SPAC=30

would create a circular mesh with major angular spacing of 30° and a radial spacing, which is
relatively coarse near to the origin and becomes finer towards the edge of the device.

The angular spacing defines a set of major spokes radiating out from the origin with the number of
elements between each spoke increasing with distance from the origin. The mesh spacing may be
irregular, although a regular mesh spacing suffices for most problems.

The spacing in the radial direction will in general be irregular. This can result in the creation of obtuse
elements, particularly if the spacing decreases rapidly with increasing radius. The MINOBTUSE
parameter on the MESH statement deploys an algorithm to reduce the occurence of obtuse elements,
particularly obtuse boundary elements. It is set to true by default, but you can clear it by using the
syntax "MINOBTUSE.

For some device structures, you can reduce the size of the solution domain by using symmetry
arguments. ATLAS allows you to create a wedge shaped device by using the MAXANGLE parameter.

For example
MESH CIRCULAR MAXANGLE=150

would create a circular wedge with an angle at the origin of 150°.
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Note: MAXANGLE should not exceed 180°.

Once a circular mesh has been created, it may be subdivided into regions using the R.MIN, R.MAX,
A.MIN and A.MAX parameters on the REGION statement.

R.MINis the inner radius of the region. R.MAX is the outer radius of the region. Both are in the units of
microns. A.MIN and A.MAX define the minimum and maximum angular limits of the region
respectively, both in degrees.

For example

REGION NUM=1 MATERIAL=SILICON A.MIN=0 A.MAX=360.0 R.MAX=0.4
REGION NUM=2 MATERIAL=OXIDE A.MIN=30 A.MAX=150.0 R.MIN=0.35 R.MAX=0.4

will enforce the area between angular limits of 30 and 150 degrees and radial limits of 0.35 and 0.4
microns to be an oxide region, and the rest of the mesh defined above to be a silicon region.

Similarly, the ELECTRODE and DOPING statements have R.MIN, R.MAX, A.MIN, and A.MAX parameters.
Support for doping of circular meshes is extended from that described in Section 2.6.3: “Using The
Command Language To Define A Structure” to allow analytical doping profiles in the radial direction
(UNIFORM, GAUSS, ERFC) with optional lateral fall off in the angular (i.e., at constant radius) direction.
The lateral falloff is GAUSSIAN unless ERFC.LAT is specified to change it to the complementary error
function. The usual parameters for specifying the analytical profile apply with the principal direction
being the radial direction.

If you set MAX.ANGLE to 180° and add the following lines, you will obtain the structure as shown in
Figure 2-11.

ELECTRODE NAME=DRAIN R.MIN=0.35 A.MIN=0.0 A.MAX=30.0
ELECTRODE NAME=SOURCE R.MIN=0.35 A.MIN=150.0 A.MAX=180.0
ELECTRODE NAME=GATE A.MIN=60.0 A.MAX=120.0 R.MIN=0.39 R.MAX=0.4

If you further add the DOPING statement below, then you will obtain the doping profile as shown in
Figure 2-12.

DOPING GAUSS N.TYPE CONC=1.0el9 CHAR=0.05 R.MIN=0.15 R.MAX=0.2 A.MIN=0.0
A.MAX=180.0

2-26 SILVACO, Inc.



Getting Started with ATLAS

ATLAS

Semi-circular device structure
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Figure 2-11: Semi-circular structure created using ATLAS command syntax.
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ATLAS

Gaussian Doping profile in Semicircular Device
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Figure 2-12: Gaussian doping profile applied to the semi-circular structure of Figure 2-11.

Note: To obtain the best results, align region and electrode boundaries with existing meshlines (radial or major spokes).
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2.6.8: Specifying 3D Structures

The syntax for forming 3D device structures is an extension of the 2D syntax described in the previous
section. The MESH statement should appear as:

MESH THREE.D

The THREE.D parameter tells ATLAS that a three dimensional grid will be specified. The other
statements used to specify 3D structures and grids are the same as for 2D with the addition of Z
direction specifications. The statements:

MESH THREE.D

.MESH LOCATION=0 SPACING=0.15
.MESH LOCATION=3 SPACING=0.15
.MESH LOCATION=0 SPACING=0.01
.MESH LOCATION=0.4 SPACING=0.01
.MESH LOCATION=3 SPACING=0.5
.MESH LOCATION=0 SPACING=0.1
.MESH LOCATION=3 SPACING=0.1

N N KKK XX

define a 3D mesh that is uniform in the X and Z directions and varies in the Y direction.

Position parameters for the Z direction (z.MIN and Z.MAX) are also used on REGION, ELECTRODE, or
DOPING statements.

2.6.9: Specifying 3D Cylindrical Structures

As mentioned in Section 2.6.3: “Using The Command Language To Define A Structure”, you can model
a quasi-3D cylindrical structure in ATLAS2D by specifying the CYLINDRICAL parameter on the MESH
statement. This has the drawback that the resulting device structure and solution has no dependence
on the angle around the axis of rotation. In ATLAS3D, the CYL.INDRICAL parameter enables you to
create a general cylindrical structure. The MESH statement must appear as:

MESH THREE.D CYLINDRICAL
where the THREE. D parameter informs the simulator to create a fully 3D mesh.

When specifying the CYLINDRICAL parameter, you must now specify the structure in terms of radius,
angle, and cartesian Z coordinates.

There are three mesh statements analogous to those used for general structures that are used to
specify mesh in radius, angle and Z directions. The R.MESH statement is used to specify radial mesh.
The A.MESH statement is used to specify angular mesh. The z.MESH statement is used to specify mesh
in the Z direction.

For example:
MESH THREE.D CYLINDRICAL
R.MESH LOCATION=0.0 SPACING=0.0004

R.MESH LOCATION=0.0028 SPACINg=0.00005
R.MESH LOCATION=0.004 SPACING=0.0002

A.MESH LOCATION=0 SPACING=45
A.MESH LOCATION=360 SPACING=45

Z.MESH LOCATION=-0.011 SPACING=0.001
Z.MESH LOCATION=0.011 SPACING=0.001

Here, the R.MESH lines are similar to the familiar X.MESH, Y.MESH, and Z.MESH except the R.MESH
locations and spacings are radial relative to the Z axis in microns.

SILVACO, Inc. 2-29



ATLAS User’s Manual

The locations and spacings on the A.MESH lines specify locations and spacings in degrees of rotation
about the Z axis. The z.MESH lines are exactly the same as have been already discussed.

For 3D cylindrical structure, specifying the REGION and ELECTRODE statements also are modified to
allow specification of ranges in terms of radius, angle and z location. The range parameters are R .MIN,
R.MAX, A.MIN, A.MAX, Z.MIN and Z.MAX. R.MIN, R.MAX, Z.MIN and Z.MAX are all in units of microns.
A.MIN and A.MAX are in degrees.

To continue the example, we will specify a surround gate nano-tube as follows:

REGION NUM=1 MATERIAL=silicon \
Z.MIN=-0.1 Z.MAX=0.1 A.MIN=0 A.MAX=360.0 R.MAX=0.0028

REGION NUM=2 MATERIAL=oxide \
R.MIN=0.0028 R.MAX=0.004 Z.MIN=-0.011] Z.MAX=0.011] A.MIN=0 A.MAX=360.0

ELECTRODE NAME=DRAIN Z.MIN=-0.011 Z.MAX=-0.01] R.MAX=0.0028
ELECTRODE NAME=SOURCE Z.MIN=0.01 Z.MAX=0.011 R.MAX=0.0028

ELECTRODE NAME=GATE Z.MIN=-0.004 Z.MAX=0.004 R.MIN=0.0038 MATERIAL=aluminum

Here, we defined a central core of silicon surrounded by an oxide cladding. The device has a
surrounding gate with a source and drain at either end.

Figure 2-13 shows a cutplane normal to the Z axis at z=0 for this device.
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Figure 2-13: Cutplane of 3D Cylindrical Simulation
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In some instances, you can reduce the size of the cylindrical device by using symmetry arguments. So
if the device has mirror symmetry about some plane through its axis of rotation, it suffices to model
only half of the cylinder. You can tell the simulator to do this by using the parameter MAX.ANGLE,
which restricts the angular extent of mesh.

For example:
MESH THREE.D CYLINDRICAL MAX.ANGLE=180
will result in a semi-cylinder.

The value of MAX.ANGLE should not be greater than 180° and must satisfy the condition that the
angular range of the device must start and end on major spokes of the radial mesh. In other words,
MAX .ANGLE must be equal to a integral multiple of angular mesh spacing. For example, if the angular
mesh spacing was 45°, then MAX.ANGLE can be 45, 90, 135 or 180°. ATLAS will automatically adjust
the value of MAX.ANGLE if it is necessary.

If the mesh spacing in the radial direction is regular, then the resulting mesh will usually have no
obtuse elements. If the mesh spacing in the radial direction decreases with increasing radius, then it
is possible that some obtuse triangular elements will be formed. Use the parameter MINOBTUSE to try
to reduce the number of obtuse triangular elements.

The DOPING statement has been modified to accept the parameters R.MIN, R.MAX, A.MIN and A.MAX.
These apply to the analytic doping PROFILES, namely UNIFORM, GAUSSIAN, and ERFC. R.MIN and R.MAX
specify the minimum and maximum radial extents in microns. A.MIN and A.MAX specify the minimum
and maximum angular extents in degrees. The principal direction for the GAUSSIAN and ERFC
dependence is the Z direction. Thus the usual DOPING parameters, such as CHAR, PEAK, DOSE, START
and JUNCTION all apply to the Z direction with R.MIN, R.MAX, A.MIN, A.MAX defining the extents at
which lateral fall off occurs.

The lateral fall-off in the radial and angular directions can be controlled by the LAT.CHAR or
RATIO.LAT parameters.

For example:

DOPING GAUSSIAN N.TYPE START=0.25 CONC=1.0el9 CHAR=0.2 LAT.CHAR=0.2 \
R.MIN=0.4 R.MAX=0.6 A.MIN=0.0 A.MAX=360

produces a gaussian doping profile in the Z direction, with a peak at Z=0.25 microns, and with a lateral
gaussian fall-off in the radial direction when it is outside a radius of between 0.4 and 0.6 microns.
Figure 2-14 shows the radial and angular distribution. Figure 2-15 shows the radial and z-variation.
The Z direction corresponds to the vertical direction on the cutplane.
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Figure 2-14: Cylindrical gaussian doping profile on a cutplane perpendicular to the Z axis.

2-32

SILVACO, Inc.



Getting Started with ATLAS

=

0.1

0.2

03

04

Microns

05

0.6

07

0.8

09

ATLAS3D

Principal Gaussian Doping In Cylindrical Mesh

Doner Conc (/cm3)

-1 -0.8

0.2 04 0.6 0.8 1

Microns

Figure 2-15: Cylindrical gaussian doping profile on a cutplane containing the Z axis.

2.6.10: Extracting 2D Circular Structures From 3D Cylindrical Structures

To simulate circular structures in 2D that are analogous to the 3D meshing described above, use the
cutplane feature in structure saving. To do this, specify the CUTPLANE and Z.CUTPLANE parameters of
the SAVE statement. The logical parameter CUTPLANE specifies that you are interested in outputting a
2D cutplane from a 3D structure. The Z.CUTPLANE specifies the Z coordinate value in microns of the
location where you want the cutplane.

For example, Figure 2-13 was generated by the following syntax:

SAVE CUTPLANE Z.CUTPLANE=0.0

SILVACO, Inc.
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2.6.11: General Comments Regarding Grids

Specifying a good grid is a crucial issue in device simulation but there is a trade-off between the
requirements of accuracy and numerical efficiency. Accuracy requires a fine grid that resolves the
structure in solutions. Numerical efficiency is greater when fewer grid points are used. The critical
areas to resolve are difficult to generalize because they depend on the technology and the transport
phenomena. The only generalization possible is that most critical areas tend to coincide with reverse-
biased metallurgical junctions. Typical critical areas are:

¢ High electric fields at the drain/channel junction in MOSFETSs
e The transverse electric field beneath the MOSFET gate

¢ Recombination effects around the emitter/base junction in BJTs
e Areas of high impact ionization

¢ Around heterojunctions in HBT’s and HEMTs.

The CPU time required to obtain a solution is typically proportional to N*, where N is the number of
nodes and o varies from 2 to 3 depending on the complexity of the problem. Thus, the most efficient
way is to allocate a fine grid only in critical areas and a coarser grid elsewhere.

The three most important factors to look for in any grid are:

¢ Ensure adequate mesh density in high field areas
¢ Avoid obtuse triangles in the current path or high field areas
¢ Avoid abrupt discontinuities in mesh density

For more information about grids, see Chapter 20: “Numerical Techniques”, Section 20.3: “Meshes”.

2.6.12: Maximum Numbers Of Nodes, Regions, and Electrodes

ATLAS sets some limits on the maximum number of grid nodes that can be used. But this shouldn’t be
viewed as a bottleneck to achieving simulation results. In the default version, 2D ATLAS simulations
have a maximum node limit of 100,000. 3D ATLAS simulations have an upper limit of 40,000,000
nodes with no more than 100,000 nodes in any one Z plane and a maximum number of Z planes of
2,000.

This limit is high enough that for almost all simulations of conventional devices, running out of nodes
is never an issue. For most 2D simulations, you can obtain accurate results with somewhere between
2,000 and 4,000 node points properly located in the structure.

If you exceed the node limits, error messages will appear and ATLAS will not run successfully. There
are two options to deal with this problem. The first option is to decrease the mesh density because
simulations with the maximum nodes take an extremely long time to complete. The second option is to
contact your local SILVACO office (support@silvaco.com).

A node point limitation below these values might be seen due to virtual memory constraints on your
hardware. For each simulation, ATLAS dynamically allocates the virtual memory. See the SILVACO
INSTALLATION GUIDE for information about virtual memory requirements. The virtual memory used by
the program depends on the number of nodes and on items, such as the models used and the number of
equations solved.

Also, there is a node limit for the number of nodes in the X or Y directions in 2D and 3D ATLAS. In the
standard version, this limit is 20,000 nodes. This is applicable to meshes defined in the ATLAS syntax
using X.MESH and Y.MESH statements.

The maximum number of regions defined in both 2D and 3D ATLAS is 1,000. The maximum number of
definable electrodes is 100. Again, if you need to include more than the maximum number of regions or
electrodes, contact your local SILVACO office (support@silvaco.com).
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2.6.13: Quadrilateral REGION Definition

In addition to the rectangular shaped regions, which we have considered so far, you can create regions
with sloping sides. Although it is possible to make complicated overall region shapes using rectangular
regions as building blocks, this task is made easier by being able to specify the co-ordinates of each of
the four corners of the REGION. To do this, use the P1.X, P1.Y, P2.X, P2.Y, P3.X, P3.Y, P4.X, and
P4.Y parameters on the REGION statement. Then, (P1.X, P1.Y) are the XY coordinates of the first
corner of the region and so on.

The region must lie entirely within the device limits as defined by the mesh. To obtain best results,
these corner coordinates must coincide with valid mesh points as created by the X.MESH and Y.MESH
statements.

Because the overall mesh shape will still be rectangular, you may need to use VACUUM regions as
padding to get a non-rectangular shaped device. Alternatively, use DEVEDIT to get a non-rectangular
overall device shape.

Example:

REGION NUMBER=3 MATERIAL=SILICON P1.X=0.0 P1.Y=1.0 P2.X=3.0 P2.Y=1.0 P3.X=3.5
P3.Y=2.5 P4.X=0.0 P4.Y=2.0

Table 2-1. Quadrilateral Shaped REGION Definition

Statement Parameter Type Default Units

REGION P1.X Real Microns
REGION Pl.Y Real Microns
REGION P2.X Real Microns
REGION P2.Y Real Microns
REGION P3.X Real Microns
REGION P3.Y Real Microns
REGION P4.X Real Microns
REGION P4.Y Real Microns
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2.7: Defining Material Parameters And Models

Once you define the mesh, geometry, and doping profiles, you can modify the characteristics of
electrodes, change the default material parameters, and choose which physical models ATLAS will use
during the device simulation. To accomplish these actions, use the CONTACT, MATERIAL, and MODELS
statements respectively. Impact ionization models can be enabled using the IMPACT statement.
Interface properties are set by using the INTERFACE statement.

Many parameters are accessible through the SILVACO C-INTERPRETER (SCI), which is described in
Appendix A: “C-Interpreter Functions”. This allows you to define customized equations for some
models. For more information about the INTERFACE and MODELS statements, see Chapter 21:
“Statements”, Sections 21.21: “INTERFACE” and 21.34: “MODELS”.

2.7.1: Specifying Contact Characteristics

Workfunction for Gates or Schottky Contacts

An electrode in contact with semiconductor material is assumed by default to be ohmic. If a work
function is defined, the electrode is treated as a Schottky contact. The CONTACT statement is used to
specify the metal workfunction of one or more electrodes. The NAME parameter is used to identify which
electrode will have its properties modified.

The WORKFUNCTION parameter sets the workfunction of the electrode. For example, the statement:
CONTACT NAME=gate WORKFUNCTION=4.8

sets the workfunction of the electrode named gate to 4.8eV. The workfunctions of several commonly
used contact materials can be specified using the name of the material. You can specify workfunctions
for ALUMINUM, N.POLYSILICON, P.POLYSILICON, TUNGSTEN, and TU.DISILICIDE in this way. The
following statement sets the workfunction for a n-type polysilicon gate contact.

CONTACT NAME=gate N.POLYSILICON

Aluminum contacts on heavily doped silicon is usually ohmic. For this situation, don’t specify a
workfunction. For example, MOS devices don’t specify:

CONTACT NAME=drain ALUMINUM /* wrong */

The CONTACT statement can also be used to specify barrier and dipole lowering of the Schottky barrier
height. To enable barrier lowering, specify the BARRIER parameter, while specifying dipole lowering
using the ALPHA parameter. For example, the statement:

CONTACT NAME=anode WORKFUNCTION=4.9 BARRIER ALPHA=1.0e-7

sets the work function of the Schottky contact named anode to 4.9eV enables barrier lowering and sets
the dipole lowering coefficient to 1 nm.

Note: When a Schottky barrier is defined at a contact, we recommend that a fine y mesh is present just beneath the contact
inside the semiconductor. This allows the Schottky depletion region to be accurately simulated.
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Setting Current Boundary Conditions

The CONTACT statement is also used to change an electrode from voltage control to current control.
Current controlled electrodes are useful when simulating devices, where the current is highly
sensitive to voltage or is a multi-valued function of voltage (e.g., post-breakdown and when there is
snap-back).

The statement:
CONTACT NAME=drain CURRENT

changes the drain electrode to current control. The BLOCK or NEWTON solution methods are required for
all simulations using a current boundary condition. For more information about these methods, see
Chapter 20: “Numerical Techniques”, Section 20.5: “Non-Linear Iteration”.

Defining External Resistors, Capacitors, or Inductors

Lumped resistance, capacitance, and inductance connected to an electrode can be specified using the
RESISTANCE, CAPACTITANCE, and INDUCTANCE parameters in the CONTACT statement. For example, the
statement:

CONTACT NAME=drain RESISTANCE=50.0 CAPACITANCE=20e-12 INDUCTANCE=le-6

specifies a parallel resistor and capacitor of 50 ohms and 20 pF respectively in series with a 1 pH
inductor. Note that in 2D simulations, these passive element values are scaled by the width in the
third dimension. Since in 2D ATLAS assumes a 1um width, the resistance becomes 50 Q-um.

Distributed contact resistance for an electrode can be specified using the CON.RESIST parameter. For
example, the statement:

CONTACT NAME=source CON.RESISTANCE=0.01

specifies that the source contact has a distributed resistance of 0.01 Qcm?.

Note: Simulations with external resistors, capacitors, or inductors must be solved using the BLOCK or NEWTON solution
method.

Floating Contacts

The CONTACT statement is also used to define a floating electrode. There are two distinctly different
situations where floating electrodes are important. The first situation is for floating gate electrodes
used in EEPROM and other programmable devices. The second situation is for contacts directly onto
semiconductor materials such as floating field plates in power devices.

To enable floating gates, specify the FLOATING parameter on the CONTACT statement. For example, the
statement:

CONTACT NAME=fgate FLOATING

specifies that the electrode named fgate will be floating and that charge boundary conditions will
apply.
For contacts directly onto semiconductor, the FLOATING parameter cannot be used. This type of

floating electrode is best simulated by specifying current boundary conditions on the CONTACT
statement. For example, the statement:

CONTACT NAME=drain CURRENT

specifies current boundary conditions for the electrode named drain. On subsequent SOLVE
statements, the drain current boundary condition will default to zero current. Therefore, floating the
contact.
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You can also make a floating contact to a semiconductor using a very large resistor attached to the
contact instead. For example:

CONTACT NAME=drain RESIST=1e20

Note that extremely large resistance values must be used to keep the current through the insignificant
contact. Using a lumped resistor will allow the tolerance on potential to move slightly above zero. For
example, if the tolerance is 10°V and the defined resistance was only 10MQum, then a current of 10712

A/um may flow through the contact, which may be significant in breakdown simulations.

Shorting Two Contacts Together

It is possible in ATLAS to tie two or more contact together so that voltages on both contacts are equal.
This is useful for many technologies for example dual base bipolar transistors. There are several
methods for achieving this depending on how the structure was initially defined.

If the structure is defined using ATLAS syntax, you can have multiple ELECTRODE statements with the
same NAME parameter defining separate locations within the device structure. In this case, the areas
defined to be electrodes will be considered as having the same applied voltage. A single current will
appear combining the current through both ELECTRODE areas.

Also, if two separate metal regions in ATHENA are defined using the ATHENA ELECTRODE statement
to have the same name, then in ATLAS these two electrodes will be considered as shorted together.

If the electrodes are defined with different names, the following syntax can be used to link the voltages
applied to the two electrodes.

CONTACT NAME=basel COMMON=base

SOLVE VBASE=0.1

Here, the electrode, basel, will be linked to the electrode, base. The applied 0.1V on base will then
appear on basel. ATLAS, however, will calculate and store separate currents for both base and basel.
This can be a useful feature. But in some cases, such as where functions of the currents are required in
EXTRACT or TONYPLOT, it is undesirable. You can add the SHORT parameter to the CONTACT statement
above to specify so that only a single base current will appear combining the currents from base and
basel. Note that the electrode specified by the COMMON parameter should preferably have a name that
exactly matches one of those specified in the ELECTRODE statement (see the NAME description in Section
21.12: “ELECTRODE”). Additionally, the electrode specified by the NAME parameter should not have a
bias applied directly to it. You should always apply the bias to the electrode specified by the coMMON
parameter.

You can also specify the voltages on the linked electrodes to be different, but have a constant OFFSET
relative to the bias on the electrode specified by the COMMON parameter.

The statement
CONTACT name=basel COMMON=base FACTOR=0.5

ensures the bias on basel will be equal to the bias on base + 0.5 V. If you also specify the MULT
parameter on this statement, then FACTOR will be interpreted as multiplicative rather than additive.
In this case, the bias applied to basel will be one-half of the bias applied to base. If FACTOR (and
optionally MULT) is applied to a contact for which current boundary conditions are being used, then it
has no effect. Any existing bias differences between the linked electodes are, however, maintained
under current boundary conditions. To apply additive or multiplicative relationships between currents
on linked electrodes, remove the CONTACT statements linking them. Then, directly specify the required
values of the currents on the SOLVE statement.

When loading a structure from ATHENA or DEVEDIT, where two defined electrode regions are
touching, ATLAS will automatically short these and use the electrode name that was defined first.
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Making an Open Circuit Contact

It is often required to perform a simulation with an open circuit on one of the defined electrodes. There
are three different methods to make an open circuit contact. The first method is to entirely deleting an
electrode from the structure file. The second method is to add an extremely large lumped resistance.

For example, 10290 onto the contact to be made open circuit. The third method is to switch the
boundary conditions on the contact to be made open circuit from voltage controlled to current
controlled. Then, specifying a very small or zero current through that electrode.

Each of these methods are feasible. If a floating region, however, is created within the structure, then
numerical convergence may be affected. As a result, we normally recommend that you use the second
method because it ensures better convergence.

2.7.2: Specifying Material Properties

Semiconductor, Insulator, or Conductor

All materials are split into three classes: semiconductors, insulators and conductors. Each class
requires a different set of parameters to be specified. For semiconductors, these properties include
electron affinity, band gap, density of states and saturation velocities. There are default parameters for
material properties used in device simulation for many materials.

Appendix B: “Material Systems” lists default material parameters and includes a discussion on the
differences between specifying parameters for semiconductors, insulators, and conductors.

Setting Parameters

The MATERIAL statement allows you to specify your own values for these basic parameters. Your values
can apply to a specified material or a specified region. For example, the statement:

MATERTIAL MATERIAL=Silicon EG300=1.12 MUN=1100

sets the band gap and low field electron mobility in all silicon regions in the device. If the material
properties are defined by region, the region is specified using the REGION or NAME parameters in the
MATERTAL statement. For example, the statement:

MATERIAL REGION=2 TAUNO=2e-7 TAUP(O=le-5

sets the electron and hole Shockley-Read-Hall recombination lifetimes for region number two (see
Chapter 3: “Physics”, the “Shockley-Read-Hall (SRH) Recombination” section on page 3-85 for more
information about this type of recombination). If the name, base, has been defined using the NAME
parameter in the REGION statement, then the statement:

MATERIAL NAME=base NC300=3el9
sets the conduction band density of states at 300 K for the region named base.

The description of the MATERTAL statement in Chapter 21: “Statements”, Section 21.29: “MATERIAL”
provides a complete list of all the material parameters that are available.
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Heterojunction Materials

The material properties of heterojunctions can also be modified with the MATERTIAL statement. In
addition to the regular material parameters, you can define composition dependent material
parameters. For example, composition dependent band parameters, dielectric constants, and
saturation velocities.

For heterojunction material systems, the bandgap difference between the materials is divided between
conduction and valence bands. The ALIGN parameter specifies the fraction of this difference applied to
the conduction band edge. This determines the electron and hole barrier height and overrides any
electron affinity specification. For example, the statement:

MATERIAL MATERIAL=InGaAs ALIGN=0.36
MATERTIAL MATERIAL=InP ALIGN=0.36

specifies that 36% of the bandgap difference between InGaAs and InP is applied to the conduction

band and 64% is applied to the valence band. For example, if the band gap difference (A Eg) for this

material system is 0.6 eV, then the conduction band barrier height is 0.216 eV and the valence band
barrier height is 0.384 eV.

For heterojunction devices, the transport models may be different for each material. You can specify
these models and their coefficients for each material using the MODELS statement. See Section 2.7.4:
“Specifying Physical Models” for a description of this option.

2.7.3: Specifying Interface Properties

The INTERFACE statement is used to define the interface charge density and surface recombination
velocity at interfaces between semiconductors and insulators. For example, the statement:

INTERFACE QF=3el0

specifies that all interfaces between semiconductors and insulators have a fixed charge of 3.101%m™2.
In many cases, the interface of interest is restricted to a specific region. This can be accomplished with
the X.MIN, X.MAX, Y.MIN, and Y.MAX parameters on the INTERFACE statement. These parameters
define a rectangle, where the interface properties apply. For example, the statement:

INTERFACE QF=3el0 X.MIN=1.0 X.MAX=2 Y.MIN=0.0 Y.MAX=0.5

restricts the interface charge to the semiconductor-insulator boundary within the specified rectangle.
In addition to fixed charge, surface recombination velocity and thermionic emission are enabled and
defined with the INTERFACE statement. For more information about this statement, see Chapter 21:
“Statements”, Section 21.21: “INTERFACE”.

2.7.4: Specifying Physical Models

Physical models are specified using the MODELS and IMPACT statements. Parameters for these models
appear on many statements including: MODELS, IMPACT, MOBILITY, and MATERIAL. The physical models
can be grouped into five classes: mobility, recombination, carrier statistics, impact ionization, and
tunneling. Chapter 3: “Physics”, Section 3.6: “Physical Models” contains details for each model.

Tables 2-2 to 2-6 give summary descriptions and recommendations on the use of each model.
Table 2-7 is a guide for compatibility between models.

All models with the exception of impact ionization are specified on the MODELS statement. Impact
ionization is specified on the IMPACT statement. For example, the statement:

MODELS CONMOB FLDMOB SRH FERMIDIRAC
IMPACT SELB
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specifies that the standard concentration dependent mobility, parallel field mobility, Shockley-Read-
Hall recombination with fixed carrier lifetimes, Fermi Dirac statistics and Selberherr impact
ionization models should be used.

ATLAS also provides an easy method for selecting the correct models for various technologies. The
MOS, BIP, PROGRAM, and ERASE parameters for the MODELS statement configure a basic set of mobility,
recombination, carrier statistics, and tunneling models. The MOS and BIP parameters enable the
models for MOSFET and bipolar devices, while PROGRAM and ERASE enable the models for
programming and erasing programmable devices. For example, the statement:

MODELS MOS PRINT
enables the CVT, SRH, and FERMIDIRAC models, while the statement:
MODELS BIPOLAR PRINT

enables the CONMOB, FLDMOB, CONSRH, AUGER, and BGN.

Note: The PRINT parameter lists to the run time output the models and parameters, which will be used during the simulation.
This allows you to verify models and material parameters. We highly recommend that you include the PRINT parameter in the
MODELS statement.

Physical models can be enabled on a material by material basis. This is useful for heterojunction
device simulation and other simulations where multiple semiconductor regions are defined and may
have different characteristics. For example, the statement:

MODEL MATERIAL=GaAs FLDMOB EVSATMOD=1 ECRITN=6.0e3 CONMOB
MODEL MATERIAL=InGaAs SRH FLDMOB EVSATMOD=1 \
ECRITN=3.0e3

change both the mobility models and critical electric field used in each material. For devices based on
advanced materials, these model parameters should be investigated carefully.

Energy Balance Models

The conventional drift-diffusion model of charge transport neglects non-local effects, such as velocity
overshoot and reduced energy dependent impact ionization. ATLAS can model these effects through
the use of an energy balance model, which uses a higher order approximation of the Boltzmann
Transport Equation (see Chapter 3: “Physics”, Section 3.1.3: “The Transport Equations”). In this
equation, transport parameters, such as mobility and impact ionization, are functions of the local
carrier temperature rather than the local electric field.

To enable the energy balance transport model, use the HCTE, HCTE.EL, or HCTE.HO parameters in the
MODELS statement. These parameters enable the energy transport model for both carriers, electrons
only, or holes only respectively. For example, the statement:

MODELS MOS HCTE

enables the energy balance transport model for both electrons and holes in addition to the default
MOSFET models.
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2.7.5: Summary Of Physical Models

Table 2-2. Carrier Statistics Models

Model Syntax Notes
Boltzmann BOLTZMANN Default model
Fermi-Dirac FERMI Reduced carrier concentrations in
heavily doped regions (statistical
approach).
Incomplete Ionization INCOMPLETE Accounts for dopant freeze-out.
Typically, it is used at low temperatures.
Silicon Ionization Model IONIZ Accounts for full ionization for heavily
doped Si. Use with INCOMPLETE.
Bandgap Narrowing BGN Important in heavily doped regions.
Critical for bipolar gain. Use Klaassen
Model.
Table 2-3. Mobility Models
Model Syntax Notes
Concentration Dependent CONMOB Lookup table valid at 300K for Si and GaAs
only. Uses simple power law temperature
dependence.
Concentration and Temperature | ANALYTIC Caughey-Thomas formula. Tuned for 77-
Dependent 450K.
Arora’s Model ARORA Alternative to ANALYTIC for Si
Carrier-Carrier Scattering CCSMOB Dorkel-Leturq Model. Includes n, N and T
dependence. Important when carrier con-
centration is high (e.g., forward bias power
devices).
Parallel Electric Field FLDMOB Si and GaAs models. Required to model any
Dependence type of velocity saturation effect.
Tasch Model TASCH Includes transverse field dependence. Only
for planar devices. Needs very fine grid.
Watt Model WATT Transverse field model applied to surface
nodes only.
Klaassen Model KLA Includes N, T, and n dependence. Applies

separate mobility to majority and minority
carriers. Recommended for bipolar devices
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Table 2-3. Mobility Models

Model Syntax Notes

Shirahata Model SHI Includes N, E IR An alternative surface
mobility model that can be combined with
KLA.

Modified Watt MOD . WATT Extension of WATT model to non-surface
nodes. Applies constant E 1 effects. Best
model for planar MOS devices

Lombardi (CVT) Model cvT Complete model including N, T, E/, and
E| effects. Good for non-planar devices.

Yamaguchi Model YAMAGUCHI Includes N, E// and E | effects. Only cali-
brated for 300K.

Table 2-4. Recombination Models

Model Syntax Notes

Shockley-Read-Hall SRH Uses fixed minority carrier lifetimes. Should

be used in most simulations.

Concentration Dependent CONSRH Uses concentration dependent lifetimes.

Recommended for Si.

Auger AUGER Direct transition of three carriers. Important

at high current densities.

Optical OPTR Band-band  recombination. @ For  direct

materials only.

Surface S.N Recombination at semiconductor to insulator

S.P interfaces. This is set in the INTERFACE
statement.
Table 2-5. Impact lonization
Model Syntax Notes
Selberherr’s Model IMPACT SELB | Recommended for most cases. Includes temper-

ature dependent parameters.

Grant’s Model IMPACT Similar to Selberherr’s model but with different
GRANT coefficients.

Crowell-Sze IMPACT Uses dependence on carrier
CROWELL scattering length.

Toyabe Model IMPACT Non-local model used with Energy Balance.
TOYABE Any IMPACT syntax is accepted.
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Table 2-5. Impact lonization
Model Syntax Notes
Concannon N.CONCAN Non-local model developed in Flash EEPROM
P.CONCAN technologies.
Table 2-6. Tunneling Models and Carrier Injection Models

Model Syntax Notes

Band-to-Band (standard) BBT.STD For direct transitions. Required with very high
fields.

Concannon Gate Current | N.CONCAN Non-local gate model consistent with

Model P.CONCAN Concannon substrate current model.

Direct Quantum tunneling | QTUNN.EL Quantum tunneling through conduction band

(Electrons) barrier due to an insulator.

Direct Quantum tunneling | QTUNN.HO Quantum tunneling through valence band bar-

(Hole) rier due to an insulator.

Fowler-Nordheim FNORD Self-consistent  calculation of tunneling

(electrons) through insulators. Used in EEPROMs.

Fowler-Nordheim (holes) FNHOLES Same as FNORD for holes.

Klaassen Band-to-Band BBT.KL Includes direct and indirect transitions.

Hot Electron Injection HEI Models energetic carriers tunneling through
insulators. Used for gate current and Flash
EEPROM programming.

Hot Hole Injection HHI HHI means hot hole injection.

Note: In the notes in Tables 2-2 through 2-6, n is electron concentration, p is hole concentration, T is lattice temperature, N is
dopant concentration, Ell is parallel electric field, and E_L is perpendicular electric field.

Table 2-7. Model Compatibility Chart

ICONMOB |FLDMOB [TFLDMB2 YAMAGUCHI CVT IARORA |ANALYTIC (CCSMOB SURMOB [LATTICEH [E.BALANCE
CONMOB [CM] | — OK | OK YA CV | AR | AN CC OK OK OK
FLDMOB [FM] | OK — Tl | YA CV | OK | OK OK OK OK OK
TFLDMB2 [TF] | OK TFl | — YA CV | OK | OK TF TF OK OK
YAMAGUCHI YA YA YA — CV |YA | YA YA YA NO NO
[YA]
2-44 SILVACO, Inc.




Getting Started with ATLAS

Table 2-7. Model Compatibility Chart

ICONMOB |FLDMOB [TFLDMB2 YAMAGUCHI CVT IARORA ANALYTIC (CCSMOB SURMOB [LATTICEH [E.BALANCE
CVT[CV] Ccv Ccv Cv Cv — Ccv | CV Ccv Ccv OK OK
ARORA [AR] AR OK | OK YA Ccv | — AR CcC OK OK OK
ANALYTIC [AN] | AN OK | OK YA CV |AR | — CC OK OK OK
CCSMOB[CC] | CC OK | TF YA Cv | CC CC — OK OK OK
SURFMOB [SF] | OK OK | TF YA CV | OK | OK OK — OK OK
LATTICEH [LH] | OK OK | OK NO OK | OK | OK OK OK — OK
E.BALANCE OK OK | OK NO OK | OK | OK OK OK OK 2
[EB]
Key To Table Entries

MODEL ABBREVIATION = The model that supersedes when a combination is specified. In some cases, a warning message is issued when a model is
ignored.

OK = This combination is allowed.

NO = This combination is not allowed.
NOTES:

1.Uses internal model similar to FLDMOB

2.When models including a parallel electric field dependence are used with energy balance the electric field term is replaced by a
function of carrier temperature.

Using the C-Interpreter to Specify Models

One of the ATLAS products is a C language interpreter that allows you to specify many of the models
used by ATLAS. To use these functions, implement the model in C as equations in a special file called
an ATLAS lib file. You can access the default ATLAS template file by typing:

atlas -T <filename>

at the UNIX command prompt. This creates a default template file with the name specified by the
<filename> parameter. See Appendix A: “C-Interpreter Functions” for a listing of the default
C-INTERPRETER functions. To use the interpreter functions, give the corresponding parameters in the
statements containing the name of the C language file with the model given as the parameter value.
For example, the statement:

MATERIAL NAME=Silicon F.MUNSAT=munsat.lib

specifies that the file, munsat.lib, contains the C-INTERPRETER function for the specification of the
parallel field dependent electron mobility model.
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2.8: Choosing Numerical Methods

2.8.1: Numerical Solution Techniques

Several different numerical methods can be used for calculating the solutions to semiconductor device
problems. Numerical methods are given in the METHOD statements of the input file. Some guidelines for
these methods will be given here. For full details, however, see Chapter 20: “Numerical Techniques”.

Different combinations of models will require ATLAS to solve up to six equations. For each of the
model types, there are basically three types of solution techniques: (a) decoupled (GUMMEL), (b) fully
coupled (NEWTON) and (c) BLOCK. The GUMMEL method will solve for each unknown in turn keeping the
other variables constant, repeating the process until a stable solution is achieved. The NEWTON method
solve the total system of unknowns together. The BLOCK methods will solve some equations fully
coupled while others are de-coupled.

Generally, the GUMMEL method is useful where the system of equations is weakly coupled but has only
linear convergence. The NEWTON method is useful when the system of equations is strongly coupled and
has quadratic convergence. The NEWTON method may, however, spend extra time solving for quantities,
which are essentially constant or weakly coupled. NEWTON also requires a more accurate initial guess to
the problem to obtain convergence. Thus, a BLOCK method can provide for faster simulations times in
these cases over NEWTON. GUMMEL can often provide better initial guesses to problems. It can be useful
to start a solution with a few GUMMEL iterations to generate a better guess. Then, switch to NEWTON to
complete the solution. Specification of the solution method is carried out as follows:

METHOD GUMMEL BLOCK NEWTON

The exact meaning of the statement depends on the particular models it applied to. This will be
discussed in the following sections.

Basic Drift Diffusion Calculations

The isothermal drift diffusion model requires the solution of three equations for potential, electron
concentration, and hole concentration. Specifying GUMMEL or NEWTON alone will produce simple
Gummel or Newton solutions as detailed above. For almost all cases, the NEWTON method is preferred
and it is the default.

Specifying:

METHOD GUMMEL NEWTON
will cause the solver to start with GUMMEL iterations. Then, switch to NEWTON if convergence is not
achieved. This is a robust but a more time consuming way of obtaining solutions for any device. This
method, however, is highly recommended for all simulations with floating regions such as SOI

transistors. A floating region is defined as an area of doping, which is separated from all electrodes by
a pn junction.

BLOCK is equivalent to NEWTON for all isothermal drift-diffusion simulations.

Drift Diffusion Calculations with Lattice Heating

When the lattice heating model is added to drift diffusion, an extra equation is added. The BLOCK
algorithm solves the three drift diffusion equations as a NEWTON solution. Follows this with a GUMMEL
solution of the heat flow equation. The NEWTON algorithm solves all four equations in a coupled
manner. NEWTON is preferred once the temperature is high. BLOCK, however, is quicker for low
temperature gradients. Typically, the combination used is:

METHOD BLOCK NEWTON
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Energy Balance Calculations

The energy balance model requires the solution of up to 5 coupled equations. GUMMEL and NEWTON have
the same meanings as with the drift diffusion model. In other words, GUMMEL specifies a de-coupled
solution and NEWTON specifies a fully coupled solution.

But BLOCK performs a coupled solution of potential, carrier continuity equations followed by a coupled
solution of carrier energy balance, and carrier continuity equations.

You can switch from BLOCK to NEWTON by specifying multiple solution methods on the same line. For
example:

METHOD BLOCK NEWTON

will begin with BLOCK iterations. Then, switch to NEWTON if convergence is still not achieved. This is the
most robust approach for many energy balance applications.

The points where the algorithms switch is pre-determined, but can be changed in the METHOD
statement, the default values set by SILVACO work well for most circumstances.

Energy Balance Calculations with Lattice Heating

When non-isothermal solutions are performed in conjunction with energy balance models, a system of
up to six equations must be solved. GUMMEL or NEWTON solve the equations iteratively or fully coupled
respectively. BLOCK initially performs the same function as with energy balance calculations, then
solves the lattice heating equation in a de-coupled manner.

Setting the Number of Carriers

ATLAS can solve both electron and hole continuity equations, or only for one or none. You can make
this choice by using the CARRIERS parameter. For example:

METHOD CARRIERS=2

specifies a solution for both carriers is required. This is the default. With one carrier, the ELEC or HOLE
parameter is needed. For example, for hole solutions only:

METHOD CARRIERS=1 HOLE
To select a solution for potential, only specify:

METHOD CARRIERS=0

Note: Setting the number of carriers using the syntax, MODEL. NUMCARR=<n>, is obsolete and should not be used.
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Important Parameters of the METHOD Statement

You can alter all of the parameters relevant to the numerical solution process. This, however, isn’t
recommended unless you have expert knowledge of the numerical algorithms. All of these parameters
have been assigned optimal values for most solution conditions. For more information about numerical
algorithms, see Chapter 20: “Numerical Techniques”.

The following parameters, however, are worth noting at this stage:

¢ CLIMIT or CLIM.DD specify minimal values of concentrations to be resolved by the solver.
Sometimes, you need to reduce this value to aid solutions of breakdown characteristics. A value of
CLIMIT=1e-4 is recommended for all simulations of breakdown, where the pre-breakdown current is

small. CLIM.DD is equivalent to CLIMIT but uses the more convenient units of cm™ for the critical
concentration. CLIM.DD and CLIMIT are related by the following expression.

CLIM DD = CLIMIT* /NCNV 2-3

e DVMAX controls the maximum update of potential per iteration of Newton’s method. The default
corresponds to 1V. For power devices requiring large voltages, you may need an increased value of
DVMAX. DVMAX=1e8 can improve the speed of high voltage bias ramps.

¢ CLIM.EB controls the cut-off carrier concentration below, which the program will not consider the
error in the carrier temperature. This is applied in energy balance simulations to avoid excessive
calculations of the carrier temperature at locations in the structure where the carrier concentration is
low. Setting this parameter too high, where ATLAS ignores the carrier temperature errors for
significant carrier concentrations, will lead to unpredictable and mostly incorrect results .

Restrictions on the Choice of METHOD

The following cases require METHOD NEWTON CARRIERS=2 to be set for isothermal drift-diffusion
simulations:

¢ current boundary conditions

e distributed or lumped external elements

AC analysis

® impact ionization

Both BLOCK or NEWTON or both are permitted for lattice heat and energy balance.

Note: Simulations using the GUMMEL method in these cases may lead to non-convergence or incorrect results.
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Pisces-ll Compatibility

Previous releases of ATLAS (2.0.0.R) and other PISCES-II based programs use the SYMBOLIC
command to define the solution method and the number of carriers included in the solution. In this
version of ATLAS, the solution method is specified completely on the METHOD statement.

The COMB parameter, which was available in earlier ATLAS versions, is no longer required. It has been
replaced with either the BLOCK method or the combination of GUMMEL and NEWTON parameters. Table 2-

8 identifies direct translations of old syntax to new.

Note: These are direct translations and not necessarily the best choices of numerical methods.

Table 2-8. Parameter Syntax Replacements

Old Syntax (v2.0.0.R) New Syntax
symbolic newton carriers=2 method newton
symbolic newton carriers=1 elec method newton carriers=1 electron

symbolic gummel

carriers=0

method

gummel carriers=0

symbolic newton
method comb

carriers=2

method

gummel newton

method comb

models lat.temp models lat.temp
symbolic newton carriers=2 method block
method comb

models hcte models hcte
symbolic gummel carriers=2 method block
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2.9: Obtaining Solutions

ATLAS can calculate DC, AC small signal, and transient solutions. Obtaining solutions is similar to
setting up parametric test equipment for device tests. You usually define the voltages on each of the
electrodes in the device. ATLAS then calculates the current through each electrode. ATLAS also
calculates internal quantities, such as carrier concentrations and electric fields throughout the device.
This is information that is difficult or impossible to measure.

In all simulations, the device starts with zero bias on all electrodes. Solutions are obtained by stepping
the biases on electrodes from this initial equilibrium condition. As will be discussed, due to the initial
guess strategy, voltage step sizes are limited. This section concentrates on defining solution
procedures. To save results, use the LOG or SAVE statements. Section 2.10: “Interpreting The Results”
on how to analyze and display these results.

2.9.1: DC Solutions

In DC solutions, the voltage on each electrode is specified using the SOLVE statement. For example, the
statements:

SOLVE VGATE=1.0
SOLVE VGATE=2.0

solves a single bias point with 1.0V and then 2.0V on the gate electrode. One important rule in ATLAS
is that when the voltage on any electrode is not specified in a given SOLVE statement, the value from
the last SOLVE statement is assumed.

In the following case, the second solution is for a drain voltage of 1.0V and a gate voltage of 2.0V.

SOLVE VGATE=2.0
SOLVE VDRAIN=1.0

When the voltage on a particular electrode is never defined on any SOLVE statement and voltage is
zero, you don’t need to explicitly state the voltage on all electrodes on all SOLVE statements. For
example, in a MOSFET, if VSUBSTRATE is not specified, then Vbs defaults to zero.

Sweeping The Bias

For most applications, a sweep of one or more electrodes is usually required. The basic DC stepping is
inconvenient and a ramped bias should be used. To ramp the base voltage from 0.0V to 1.0V with
0.05V steps with a fixed collector voltage of 2.0V, use the following syntax:

SOLVE VCOLLECTOR=2.0
SOLVE VBASE=0.0 VSTEP=0.05 VFINAL=1.0 NAME=base

The NAME parameter is required and the electrode name is case-sensitive. Make sure the initial
voltage, VSTEP and VFINAL, are consistent. A badly specified ramp from zero to 1.5V in 0.2V steps will
finish at 1.4V or 1.6V.
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Generating Families of Curves

Many applications such as MOSFET 1d/Vds and bipolar Ic¢/Vce simulations require that a family of
curves is produced. This is done by obtaining solutions at each of the stepped bias points first, and
then solving over the swept bias variable at each stepped point. For example, in MOSFET 1d/Vds
curves, solutions for each Vgs value are obtained with Vds=0.0V. The output from these solutions are
saved in ATLAS solution files. For each gate bias, the solution file is loaded and the ramp of drain
voltage performed.

The family of curves for three 1V gate steps and a 3.3V drain sweep would be implemented in ATLAS
as follows:

SOLVE VGATE=1.0 OUTF=solve_vgatel
SOLVE VGATE=2.0 OUTF=solve_vgate2
SOLVE VGATE=3.0 OUTF=solve_vgate3

LOAD INFILE=solve_vgatel
LOG OUTFILE=mos_drain_sweepl
SOLVE NAME=drain VDRAIN=0 VFINAL=3.3 VSTEP=0.3

LOAD INFILE=solve_vgate2
LOG OUTFILE=mos_drain_sweep?2
SOLVE NAME=drain VDRAIN=0 VFINAL=3.3 VSTEP=0.3

LOAD INFILE=solve_vgate3
LOG OUTFILE=mos_drain_sweep3
SOLVE NAME=drain VDRAIN=0 VFINAL=3.3 VSTEP=0.3

The L.OG statements are used to save the Id/Vds curve from each gate voltage to separate files. We
recommend that you save the data in this manner rather than to a single LOG file (see Section 2.10:
“Interpreting The Results” ).

2.9.2: The Importance Of The Initial Guess

To obtain convergence for the equations used, supply a good initial guess for the variables to be
evaluated at each bias point. The ATLAS solver uses this initial guess and iterates to a converged
solution. For isothermal drift diffusion simulations, the variables are the potential and the two carrier
concentrations. If a reasonable grid is used, almost all convergence problems in ATLAS are caused by
a poor initial guess to the solution.

During a bias ramp, the initial guess for any bias point is provided by a projection of the two previous
results. Problems tend to appear near the beginning of the ramp when two previous results are not
available. If one previous bias is available, it is used alone. This explains why the following two
examples eventually produce the same result. The first will likely have far more convergence problems
than the second.

1. SOLVE VGATE=1.0 VDRAIN=1.0 VSUBSTRATE=-1.0
2. SOLVE VGATE=1.0

SOLVE VSUBSTRATE=-1.0

SOLVE VDRAIN=1.0

In the first case, one solution is obtained with all specified electrodes at 1.0V. In the second case, the
solution with only the gate voltage at 1.0V is performed first. All other electrodes are at zero bias.
Next, with the gate at 1.0V, the substrate potential is raised to -1.0V and another solution is obtained.
Finally, with the substrate and the gate biased, the drain potential is added and the system solved
again. The advantage of this method over the first case is that the small incremental changes in
voltage allow for better initial guesses at each step.
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Generally, the projection method for the initial guess gives good results when the I-V curve is linear.
But it may encounter problems if the IV curve is highly non-linear or if the device operating mode is
changing. Typically, this may occur around the threshold or breakdown voltages. At these biases,
smaller voltage steps are required to obtain convergence. As will be described, ATLAS contains
features such as the TRAP parameter and the curve tracer to automatically cut the voltage steps in
these highly non-linear area.

Numerical methods are described in Section 2.8: “Choosing Numerical Methods” and Chapter 20:
“Numerical Techniques”.

In many cases, these methods are designed to overcome the problems associated with the initial guess.
This is particularly important in simulations involving more than the three drift diffusion variables.
Generally, coupled solutions require a good initial guess, whereas de-coupled solutions can converge
with a poor initial guess.

The Initial Solution

When no previous solutions exist, the initial guess for potential and carrier concentrations must be
made from the doping profile. This is why the initial solution performed must be the zero bias (or
thermal equilibrium) case. This is specified by the statement:

SOLVE INIT

But if this syntax isn’t specified, ATLAS automatically evaluates an initial solution before the first
SOLVE statement. To aid convergence of this initial guess, the solution is performed in the zero carrier
mode solving only for potential.

The First and Second Non-Zero Bias Solutions

From experience with ATLAS, it is found that the first and second non-zero bias solutions are the most
difficult to obtain good convergence. Once these two solutions are obtained, the projection algorithm
for the initial guess is available and solutions should all have a good initial guess.

These first two solutions, however, must use the result of the initial solution as the basis of their initial
guess. Since the initial solution is at zero bias, it provides a poor initial guess.

The practical result of this is that the first and second non-zero bias solutions should have very small
voltage steps. In the following example, the first case will likely converge whereas the second case may
not.

1. SOLVE INIT
SOLVE VDRAIN=0.1
SOLVE VDRAIN=0.2
SOLVE VDRAIN=2.0
2. SOLVE INIT
SOLVE VDRAIN=2.0

The Trap Parameter

Although ATLAS provides several methods to overcome a poor initial guess and other convergence
problems, it is important to understand the role of the initial guess in obtaining each solution. The
simplest and most effective method to overcome poor convergence is by using:

METHOD TRAP

This is enabled by default. Its effect is to reduce the bias step if convergence problems are detected.
Consider the example from the previous section:

SOLVE INIT
SOLVE VDRAIN=2.0
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If the second SOLVE statement does not converge, TRAP automatically cuts the bias step in half and
tries to obtain a solution for Vd = 1.0V. If this solution does not converge, the bias step will be halved
again to solve for Vd = 0.5V. This procedure is repeated up to a maximum number of tries set by the
METHOD parameter MAXTRAPS. Once convergence is obtained, the bias steps are increased again to solve
up to 2.0V. The default for MAXTRAPS is 4 and it is not recommended to increase it, since changing the
syntax to use smaller bias steps is generally much faster.

This trap facility is very useful during bias ramps in overcoming convergence difficulties around
transition points such as the threshold voltage. Consider the following syntax used to extract a
MOSFET Id/Vgs curve.

SOLVE VGATE=0.0 VSTEP=0.2 VFINAL=5.0 NAME=gate

Assume the threshold voltage for the device being simulated is 0.7V and that ATLAS has solved for the
gate voltages up to 0.6V. The next solution, at 0.8V, may not converge at first. This is because the
initial guess was formed from the two sub-threshold results at Vgs=0.4V and 0.6V and the solution has
now become non-linear. The trap facility will detect the problems in the 0.8V solution and cut the bias
step in half to 0.7V and try again. This will probably converge. The solution for 0.8V will then be
performed and the bias ramp will continue with 0.2V steps.

2.9.3: Small-Signal AC Solutions

Specifying AC simulations is a simple extension of the DC solution syntax. AC small signal analysis is
performed as a post-processing operation to a DC solution. Two common types of AC simulation in
ATLAS are outlined here. The results of AC simulations are the conductance and capacitance between
each pair of electrodes. Tips on interpreting these results is described in Section 2.10: “Interpreting
The Results”.

Single Frequency AC Solution During A DC Ramp

The minimum syntax to set an AC signal on an existing DC ramp is just the AC flag and the setting of
the small signal frequency. For example:

SOLVE VBASE=0.0 VSTEP=0.05 VFINAL=1.0 NAME=base AC FREQ=1.0e6

Other AC syntax for setting the signal magnitude and other parameters are generally not needed as
the defaults suffice. One exception is in 1D MOS capacitor simulations. To obtain convergence in the
inversion/deep depletion region, add the DIRECT parameter to access a more robust solution method.

Ramped Frequency At A Single Bias

For some applications, such as determining bipolar gain versus frequency, you need to ramp the
frequency of the simulation. This is done using the following syntax:

1. SOLVE VBASE=0.7 AC FREQ=1e9 FSTEP=1le9 NFSTEPS=10
2. SOLVE VBASE=0.7 AC FREQ=1le6 FSTEP=2 MULT.F NFSTEPS=10

The first case ramps the frequency from 1GHz to 11GHz in 1GHz steps. A linear ramp of frequency is
used and FSTEP is in Hertz. In the second example, a larger frequency range is desired and so a
geometrical step of frequency is used. The MULT . F parameter is used to specify that FSTEP is a unitless
multiplier for the frequency. This doubles the frequency in successive steps from 1MHz to 1.024GHz.

You can combine the following syntax for ramping the frequency of the AC signal with the syntax for
ramping the bias. The frequency ramps are done at each bias point during the DC ramp.

SOLVE VBASE=0.0 VSTEP=0.05 VFINAL=1.0 NAME=base AC FREQ=1.0e6 \
FSTEP=2 MULT.F NFSTEPS=10
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2.9.4: Transient Solutions

Transient solutions can be obtained for piecewise-linear, exponential, and sinusoidal bias functions.
Transient solutions are used when a time dependent test or response is required. To obtain transient
solutions for a linear ramp, specify the TSTOP, TSTEP, and RAMPTIME parameters.

Figure 2-16 shows the syntax of the transient voltage ramp. The RAMPTIME specifies the time that the
linear ramp should obtain its final value. TSTOP specifies the time that solutions will stop. TSTEP
specifies the initial step size.

Subsequent time steps are calculated automatically by ATLAS. For example, the statement:
SOLVE VGATE=1.0 RAMPTIME=1E-9 TSTOP=10e-9 TSTEP=le-11,

specifies that the voltage on the gate electrode will be ramped in the time domain from its present
value to 1.0V over a period of 1 nanoseconds.

Time domain solutions are obtained for an additional 9 nanoseconds. An initial time step of 10
picoseconds is specified. Note that if you specify subsequent transient solutions, don’t reset the time to
Zero.

Vg A

RAMP TIME TSTOP

1.0+

/

VGATE

TSTEP \

— T T T T T T T
t 2 3 4 5 6 7 8 9 10

time (ns)

Figure 2-16: Diagram showing syntax of Transient Voltage Ramp in ATLAS
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2.9.5: Advanced Solution Techniques

Obtaining Solutions Around The Breakdown Voltage

Obtaining solutions around the breakdown voltage can be difficult using the standard ATLAS
approach. It requires special care when choosing voltage steps and interpreting the results. The curve
tracer described in “The Curvetrace Capability” section on page 2-56 is the most effective method in
many cases.

A MOSFET breakdown simulation might be performed using the following standard syntax for
ramping the drain bias. Note that the setting of CLIMIT is recommended for breakdown simulations
when the pre-breakdown leakage is low.

IMPACT SELB
METHOD CLIMIT=le-4
SOLVE VDRAIN=1.0 VSTEP=1.0 VFINAL=20.0 NAME=drain

If the breakdown were 11.5V, then convergence problems will be expected for biases higher than 11.0V.
Although it depends on technology used, it is common for the breakdown curve to be flat up to a
voltage very close to breakdown and then almost vertical. The current changes by orders of magnitude
for very small bias increments.

This produces some problems for ATLAS using the syntax described above. If the breakdown occurs at
11.5V, there are no solutions for voltages greater than this value. ATLAS is trying to ramp to 20.0V.
Therefore, it is inevitable that ATLAS will fail to converge at some point. This is usually not a problem
since by that point the breakdown voltage and curve have been obtained.

Above 11V, bias step reduction will take place due to the TRAP parameter. ATLAS will continually try
to increase the drain voltage above 11.5V and those points will fail to converge. But it will solve points
asymptotically approaching Vds=11.5V until it reaches the limit set by the MAXTRAPS parameter. If you
use the default of 4 traps, the minimum allowed voltage step will be 1.0x(0.5)* or 0.004V. This is
normally enough accuracy for determining the breakdown point. But the simulation might not allow
the current to reach a sufficiently high level before MAXTRAPS is needed.

Typically in device simulation, the breakdown point is determined once the current is seen to increase
above the flat pre-breakdown leakage value by two orders of magnitude in a small voltage increment.
If you want to trace the full breakdown curve up to high current values, apply more advanced
techniques than the simple voltage ramp. Two of these techniques are described in the following
subsections. These methods may use extra CPU time.

Using Current Boundary Conditions

In all of the examples considered in the basic description of the SOLVE statement, it was assumed that
voltages were being forced and currents were being measured. ATLAS also supports the reverse case
through current boundary conditions. The current through the electrode is specified in the SOLVE
statement and the voltage at the contact is calculated. Current boundary conditions are set using the
CONTACT statement as described in Section 2.7: “Defining Material Parameters And Models”.

The syntax of the SOLVE statement is altered once current boundary conditions are specified.
SOLVE IBASE=le-6

The syntax above specifies a single solution at a given current.
SOLVE IBASE=le-6 ISTEP=le-6 IFINAL=5e-6 NAME=base

This sets a current ramp similar in syntax to the voltage ramp described earlier.

SOLVE IBASE=le-10 ISTEP=10 IMULT IFINAL=le-6 NAME=base

SILVACO, Inc. 2-55



ATLAS User’s Manual

This is similar to the previous case. The IMULT parameter, however, is used to specify that ISTEP
should be used as a multiplier for the current rather than a linear addition. This is typical for ramps of
current since linear ramps are inconvenient when several orders of magnitude in current may need to
be covered.

Important points to remember about current boundary conditions are that the problems of initial
guess are more acute when very small (noise level) currents are used. Often, it is best to ramp the
voltage until the current is above 1pA/um and then switch to current forcing.

When interpreting the results, it is important to remember the calculated voltage on the electrode
with current boundary conditions is stored as the internal bias. In other words, base int.bias in
TONYPLOT or vint .base in DECKBUILD’s extract syntax.

The Compliance Parameter

Compliance is a parameter used to limit the current or voltage through or on an electrode during a
simulation. You can set an electrode compliance. After reaching this limit, the bias sweep will stop.
This is similar to parametric device testing when we stop a device from being over-stressed or
destroyed. The compliance refers to the maximum resultant current or voltage present after obtaining
a solution. If you set an electrode voltage, the compliance will then refer to the electrode current. If
there are current boundary conditions, you can set a voltage compliance.

The statements:

SOLVE VGATE=1.0
SOLVE NAME=drain VDRAIN=0 VFINAL=2 VSTEP=0.2 COMPL=1E-6 CNAME=drain

solve for IV on the gate and then ramps the drain voltage towards 2V in 0.2V steps. The simulation
will stop if it reaches 1pA/um of drain current before Vd=2V. Thus, as in parametric testing, you can
define a particular level and set the simulation to solve up to that point. Once ATLAS reaches the
compliance limit, it will simulate the next statement line in the command file.

The Curvetrace Capability

The automatic curve tracing algorithm can be invoked to enable ATLAS to trace out complex IV
curves. The algorithm can automatically switch from voltage to current boundary conditions and vice
versa. You can use a single SOLVE statement to trace out complex IV curves, such as breakdown curves
and CMOS latch-up including the snapback region and second breakdown. The algorithm is based
upon a dynamic load line approach.

For example, typical CURVETRACE and SOLVE statements to trace out an IV curve for the breakdown of
a diode would look like:

CURVETRACE CONTR.NAME=cathode STEP.INIT=0.5 NEXTST.RATIO=1.2 \
MINCUR=1le-12 END.VAL=le-3 CURR.CONT
SOLVE CURVETRACE

CONTR .NAME specifies the name of the electrode, which is to be ramped. STEP. INIT specifies the initial
voltage step. NEXTST.RATIO specifies the factor used to increase the voltage step in areas on the IV
curve away from turning points. MINCUR sets a small current value above that activates the dynamic
load line algorithm. Below the MINCUR level, using the STEP. INIT and NEXTST.RATIO determines the
next solution bias. END. VAL stops the tracing if the voltage or current of the ramped electrode equals or
exceeds END.VAL. Using VOLT.CONT or CURR.CONT specify whether END.VAL is a voltage or current
value.

When you plot the log file created by the CURVETRACE statement in TONYPLOT, select the internal bias
labeled int.bias for the ramped electrode instead of plotting the applied bias, which is labeled
Voltage.
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2.9.6: Using DeckBuild To Specify SOLVE Statements

The DeckBuild Solve menu can be used generate SOLVE statements. The menu has a spreadsheet style
entry. To access this menu, select the Command/Solutions/Solve... button in DECKBUILD. To define
a test, click the right mouse button in the worksheet and select the Add new row option. This will
add a new row to the worksheet. This procedure should be repeated once per electrode in your device
structure. The entry for each cell can then be edited to construct a SOLVE statement.

Some cells require the selection using a pop menu or the entry of numerical values. The electrode
name is specified in the first cell. To edit the electrode name, use a popup menu by pressing the right
mouse button on the cell. The second cell specifies whether the electrode will be a voltage (V), current
(I) or charge (Q) controlled. The third cell specifies whether the SOLVE statement is to be a single DC
solve (CONST), a swept DC variable (VAR1), a stepped DC variable (VAR2), or a transient solution
(PULSE). The remaining cells specify the parameter values that are required for the type of solution
desired.

The pop-up window to specify the solution file names are accessed through the Props... button. You
can construct several SOLVE statements to create solve sequences, which define a test. This test may be
saved in a file and read in using the Save... and Load... buttons.
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2.10: Interpreting The Results

As already described in Section 2.2: “ATLAS Inputs and Outputs”, ATLAS produces three different
types of output files. These files are also described in the following sections.

2.10.1: Run-Time Output

Run-time output is provided at the bottom of the DeckBuild Window. If it’s run as a batch job, the
run-time output can be stored to a file.

Errors occurring in the run-time output will be displayed in this window. Note that not all errors will
be fatal (as DECKBUILD tries to interpret the file and continue). This may cause a statement to be
ignored, leading to unexpected results. We recommend that you check the run-time output of any
newly created input file the first time it runs to intercept any errors.

If you specify the PRINT option within the MODELS statement, the details of material parameters and
constants and mobility models will be specified at the start of the run-time output. This is a useful way
of checking what parameters values and models are being applied in the simulation. We recommend
that you always specify MODELS PRINT in input files.

During SOLVE statements, the error numbers of each equation at each iteration are displayed (this is a
change from the previous ATLAS version). It isn’t vital for you to understand the iteration
information. It can, however, provide important insights in the case of convergence problems.

The output can be interpreted as follows:

proj psi n P psi n P
direct x x x rhs rhs rhs

1 N -1.932-2.934 -1.932 -25.2 -10.19 -9.876

2 N -4.741 -5.64* -4.267 -28.8* -16.67 -15.47

3 A -11.3* -11.7* -9.63* -28.8* -16.67 -18.0*

Electrode Va(V) Jn (A/um) Jp (A/um) Jc (A/um) Jt (A/um)
gate 0.000e+00 -0.000e+00 -0.000e+00 0.000e+00 0.000e+00
source 0.000e+00 -3.138e-13 -1.089e-35 -3.138e-13 -3.138e-13
drain 1.000e-01 3.139%9e-13 1.076e-23 3.139e-13 3.139e-13
substrate 0.000e+00 -6.469e-19 -8.853e-17 -8.918e-17 -8.918e-17

The top left value, proj, indicates the initial guess methodology used. The default projection method is
used here. Alternatives are previous, local, or init. The second value, direct, indicates the solver
type. This will either be direct or iterative.

The first three column headings: i, j, and m indicate the iteration numbers of the solution and the
solution method. i indicates the outer loop iteration number for decoupled solutions. j indicates the
inner loop number. m indicates the solution method by a single letter, which are:

e G = gummel

= block

= newton

[ )
[ ]
. = newton with autonr

n > =2 w
I

= coupled Poisson-Schrodinger solution
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The remaining column headings indicate which column lists the XNORM and RHSNORM errors for the
equations being solved. See Chapter 20: “Numerical Techniques”, Section 20.5.7: “Error Measures” for
a full description of these errors. The values printed in each error column under the hashed line are
the logarithm to base 10 of the error. Earlier PISCES versions would print the floating point value.
The values printed above the dashed line in each column are the tolerances used.

When the star * symbol appears as the least significant digit in the number, it means this error
measure has met its tolerance.

After achieving convergence, ATLAS lists the results by electrode. The column, Va, lists the voltage at
the contact surface. This will differ from the applied voltage if external resistors or the curvetracer are
used. All relevant current components are listed. Here, only electron, hole, conduction, and total
currents are given. In other modes of simulation, these columns may differ.

The output of AC analysis, MIXEDMODE, and 3D simulations differ from this standard. See Chapter
12: “MixedMode: Mixed Circuit and Device Simulator” for more information about MIXEDMODE.

ATLAS may produce a very large amount of run-time output for complex simulations. You can save
run-time output to a file as shown in Section 2.3: “Modes of Operation”.

2.10.2: Log Files

Log files store the terminal characteristics calculated by ATLAS. These are current and voltages for
each electrode in DC simulations. In transient simulations, the time is stored. In AC simulations, the
small signal frequency and the conductances and capacitances are saved. For example, the statement:

LOG OUTF=<FILENAME>

is used to open a log file. Terminal characteristics from all SOLVE statements after the 1.OG statement
are then saved to this file along with any results from the PROBE statement.

To not save the terminal characteristics to this file, use another LOG statement with either a different
log filename or the OFF parameter.

Typically, a separate log file should be used for each bias sweep. For example, separate log files are
used for each gate bias in a MOS Id/Vds simulation or each base current in a bipolar Ic¢/Vece simulation.
These files are then overlaid in TONYPLOT.

Log files contain only the terminal characteristics. They are typically viewed in TONYPLOT. Parameter
extraction of data in log files can be done in DECKBUILD. Log files cannot be loaded into ATLAS to
re-initialize the simulation.

Units of Currents In Log files

Generally, the units of current are written into the log file. In TONYPLOT, it is Amperes per micron.
This is because ATLAS is a two-dimensional simulator. It sets the third dimension (or Z direction) to
be one micron. Thus, if you compare ATLAS 2D simulation results for a MOSFET versus the measured
data from a MOSFET of width 20 micron, you need to multiply the current in the log file by 20.

There are four exceptions:

¢ In the 3D modules of ATLAS, the width is defined in the 3D structure. Therefore, the units of the
current are Amperes.

e In MIXEDMODE, set the width of devices. The current is also in Amperes.

¢  When cylindrical coordinates are used, the current written to the log file is integrated through the
cylinder and is also in Amperes.

¢  When the WIDTH parameter in the MESH statement is used, the current is scaled by this factor and
is in Amperes.

Similar rules apply for the capacitance and conductance produced by AC simulations. These are
usually in 1/(chms.microns) and Farads/micron respectively.
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UTMOST Interface

ATLAS log files can be read directly into the batch mode, UTMOST. The following commands in
UTMOST are used to read in a set of IV curves stored in separate log files.

INIT INF=<filename> MASTER
INIT INF=<filename> MASTER APPEND

Note: The UTMOST statement in ATLAS is no longer recommended for interfacing to UTMOST.

2.10.3: Parameter Extraction In DeckBuild

The EXTRACT command is provided within the DECKBUILD environment. It allows you to extract device
parameters. The command has a flexible syntax that allows you to construct specific EXTRACT routines.
EXTRACT operates on the previous solved curve or structure file. By default, EXTRACT uses the
currently open log file. To override this default, supply the name of a file to be used by EXTRACT before
the extraction routine. For example:

EXTRACT INIT INF="<filename>"

A typical example of using EXTRACT is the extraction of the threshold voltage of an MOS transistor. In
the following example, the threshold voltage is extracted by calculating the maximum slope of the
I3/ Vg curve, finding the intercept with the X axis and then subtracting half of the applied drain bias.

EXTRACT NAME="nvt" XINTERCEPT (MAXSLOPE (CURVE (V."GATE", (I."DRAIN"))) \
- (AVE(V."DRAIN"))/2.0)

The results of the extraction will be displayed in the run-time output and will be by default stored in
the file results.final. To store the results in a different file at the end of EXTRACT command, use the
following option:

EXTRACT. ...DATAFILE="<filename>"

Cut-off frequency and forward current gain are of particular use as output parameters. These
functions can be defined as follows:

# MAXIMUM CUTOFF FREQUENCY
EXTRACT NAME="FT_MAX" MAX(G."COLLECTOR""BASE"/ (6.28*C."BASE" "BASE"))

#FORWARD CURRENT GAIN
EXTRACT NAME="PEAK GAIN" MAX(I."COLLECTOR"/ I."BASE")

Note: Over 300 examples are supplied with ATLAS to provide many practical examples of the use of the EXTRACT
statement.
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AC Parameter Extraction

You can perform basic analysis of the capacitance and conductance matrix produced by ATLAS using
DECKBUILD or TONYPLOT. The capacitance between gate and drain will be labeled as Cgate>drain in
TONYPLOT or c. "gate" "drain" in DECKBUILD’S EXTRACT.

The total capacitance on any electrode is defined as Celectrode>electrode. Thus, the magnitude of
Cgate>gate is the total gate capacitance.

The LOG statement also includes options for small-signal, two-port RF analysis including s-parameter
extraction. The solutions are saved into the log file and in the run-time output. The list of options for
RF analysis are:

s.param, y.param, h.param, z.param, abcd.param gains
Terminal impedance and parasitics are accounted for by adding any of the following:

impedance=<val>, rin=<val>, rout=<val>, rcommon=<val> or
rground=<val>, lin=<val>, lout=<val>,
lcommon=<val> or lground=<val>, width=<val>

The width defaults to 1um and impedance defaults to 500 All parasitics default to zero.

The Stern stability factor, k, is calculated along with current gain (h21), GUmax, and GTmax when the
GAINS option is added to the LOG statement.

The run-time output for AC analysis has been modified to only list the analysis frequency and
electrode conductance/capacitance values. If one of the two-port options is added to the 1.0G statement
(e.g., S.PARAM), the two-port parameters are also included in the run-time output.

Note: AC parameter conversion utilities in the UTMOST statement have been discontinued.

See Appendix C: “RF and Small Signal AC Parameter Extraction[239]” for more information.

Additional Functions

EXTRACT has two additional important functions. The first function is to provide data for the VWF
database. In other words, to store device parameters to the VWF database, you must evaluate them
using EXTRACT. The second function is when using the DeckBuild Optimizer to tune parameters, use
the EXTRACT statements as the optimization targets.

2.10.4: Functions In TonyPlot

The Edit/Functions Menu in TONYPLOT allows you to specify and plot functions of the terminal
characteristics in the Graph Function text fields. For example, you can calculate transconductance
using the following function:

dydx (drain current, gate voltage)
Current gain can be evaluated as:
collector current / base current

When creating functions, the key to correct syntax is that the name for any variable in a function is the
same as that in the Y Quantities list on the Display menu.
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2.10.5: Solution Files

Solution files or structure files provide an image of the device at a particular bias point (DC solution or
transient solution point). This gives you the ability to view any evaluated quantity within the device
structure in question, from doping profiles and band parameters to electron concentrations and
electric fields. These files should be plotted using TONYPLOT.

The syntax used to generate these files is of two forms:

(1) SAVE OUTFILE=<filename>
(2) SOLVE .... OUTFILE=<filename>.sta MASTER [ONEFILEONLY]

Here in the second form, a file named <filename> will be saved with data from the previously solved
bias point.

In this case, a structure file will be saved at each bias point solved in the solve statement. The last
letter of the file name will be automatically incremented alphabetically (i.e., *.sta, *.stb,
* . stc..., and so on). If you need the solution for the last bias point, you can add the onefileonly
parameter to the command. The <filename>.sta file will be overwritten at each solution point.

Structure files can be large (1 - 2 MB), depending on the mesh density and quantities saved. It is
recommended that unwanted structure files be deleted.

If many solution files have been written from a long simulation, it is often confusing to find out which
solution file belongs to which bias point or transient time. The solution files should be plotted in
ToONYPLOT. In TONYPLOT, you can create 2D contour plots and 1D cutlines. To find out the bias of any
solution file in TONYPLOT, select the plot, and press b on the keyboard.

Interpreting Contour Plots

Some quantities saved in the solution files are not evaluated at the node points during solutions. They
are evaluated at the center of the sides of each triangle in the mesh. Values of quantities at each node
are derived from averaging the values from the sides of triangles connected to that node. The
weighting method used to do the averaging can be selected with options in the OUTPUT statement. It is
possible that for some meshes, smoother contour plots can be obtained by choosing a non-default
averaging method.

When interpreting the contour plots, it’s important to remember that the solution file contains values
only at each node point. The color fills seen in TONYPLOT are simply interpolations based on the node
values. This may lead to occasional strange contour values. In these cases, check the node values using
the probe in TONYPLOT.

The primary solution variables (potential, carrier concentration, lattice temperature and carrier
temperatures) are calculated on the nodes of the ATLAS mesh. Therefore, they are always correct in
ToNYPLOT. But since ATLAS doesn’t use nodal values of quantities, such as electric field and mobility,
the actual values used in calculations cannot be determined from TONYPLOT or the structure files. The
PROBE statement allows you to directly probe values at given locations in the structure. This provides
the most accurate way to determine the actual values used in ATLAS calculations.

Customizing Solution Files (OUTPUT Statement)

Several quantities are saved by default within a structure file. For example, doping, electron
concentration, and potential. You can also specify additional quantities (such as conduction band
potential) by using the OUTPUT statement. This must precede the SAVE statement in question. For
example, to save the conduction and valence band potentials, the following command would be used at
some point before the relevant SAVE.

OUTPUT CON.BAND VAL.BAND

2-62 SILVACO, Inc.



Getting Started with ATLAS

Saving Quantities from the Structure at each Bias Point (PROBE statement)

Structure files provide all data from the structure at a single bias point. The log files provide terminal
characteristics for a set of bias points. Use the PROBE statement to combine these and allow certain
structural quantities to be saved at each bias point.

The PROBE statement allows you to specify quantities to be saved at given XY locations. You can also
save the maximum or minimum of certain quantities. The value from the PROBE at each bias point in
DC or timestep in transient mode is saved to the log file. The syntax:

PROBE NAME=mycarriers N.CONC X=1 Y=0.1

saves the electron concentration at (1, 0.1) for each solution in the log file. When TONYPLOT displays
the log file, the value will be labelled mycarriers. You can then plot mycarriers versus terminal bias
or current or other probed quantities.

Certain direction dependent quantities, such as electric field and mobility, can be probed. In these
cases, specify a direction for the vector quantity using the DIR parameter.

The PROBE statement provides the only way to extract the actual values of quantities, which are
calculated along the sides of each triangle in ATLAS. The PROBE statement actually stored the triangle
side value closest to the probed location, while taking into account the direction for vector quantities.

Note: Specifying the probe location exactly at a material or region interface will often lead to erroneous results. It is best to
slightly offset the location of the probe inside the material or region of interest.

Re-initializing ATLAS at a Given Bias Point

Each soLVE statement will begin with the device biased at the previous value solved. To begin a
solution at a previously solved bias point, re-load the structure file saved at that point. This is
accomplished in the following manner:

LOAD INFILE=<filename> MASTER
Information about that solution point will be displayed in the Output Window.

This command is useful for solving a set of I/V curves. For example, to solve a family of Id / Vd (at
various Vg), ramp the gate with zero drain bias. A structure file is then saved at each desired value of
Vg. These structure files can be reloaded in turn while a Vd sweep is performed.

Note: An ATLAS input file cannot start with a LOAD statement. Before loading the structure file, use the MESH statement to
load the device mesh for the same structure. Also, the same MODELS, MATERIAL, and CONTACT settings are required
when the files are saved by ATLAS.
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2.10.6: Technology Specific Issues in ATLAS

This chapter was designed to give an overview to the basic use of ATLAS without regard to the details
required for a given technology. Requirements for ATLAS simulation vary considerably. The needs of
the sub-micron MOS device engineer, the 1000V power device engineer, and the III-V RF device
engineer differ and cannot all be covered in one chapter. SILVACO provides many references to
individual technology problems using ATLAS. These are:

e A library of standard examples that can be accessed on-line from DECKBUILD. Look at these
examples not only for their technology but also related ones. For example, different aspects of high
frequency analysis is covered in the MESFET and silicon bipolar example sections.

e The chapters for each ATLAS module in this manual.
¢ The Simulation Standard, a newsletter distributed by SILVACO. To make sure you’re on the
mailing list, contact your local SILVACO office or go to www.silvaco.com.

e The SILVACO website also provides detailed information. It contains on-line versions of the
articles in our newsletter, on-line searchable index of the examples, links to other TCAD web sites,
and a section on solutions to known problems with all SILVACO programs.

¢ For more information about suggested technology specific strategies, contact your local SILVACO
support engineer at support@silvaco.com.
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Chapter 3:
Physics

3.1: Basic Semiconductor Equations

Years of research into device physics have resulted in a mathematical model that operates on any
semiconductor device [177]. This model consists of a set of fundamental equations, which link together
the electrostatic potential and the carrier densities, within some simulation domain. These equations,
which are solved inside any general purpose device simulator, have been derived from Maxwell’s laws
and consist of Poisson’s Equation (see Section 3.1.1: “Poisson’s Equation”), the continuity equations
(see Section 3.1.2: “Carrier Continuity Equations”) and the transport equations (see Section 3.1.3: “The
Transport Equations”). Poisson’s Equation relates variations in electrostatic potential to local charge
densities. The continuity and the transport equations describe the way that the electron and hole
densities evolve as a result of transport processes, generation processes, and recombination processes.

This chapter describes the mathematical models implemented in ATLAS. Note that a discretization of
the equations is also performed so that they can be applied to the finite element grid used to represent
the simulation domain.

3.1.1: Poisson’s Equation
Poisson’s Equation relates the electrostatic potential to the space charge density:
div(eVy) = —p 31
where v is the electrostatic potential, € is the local permittivity, and p is the local space charge density.

The reference potential can be defined in various ways. For ATLAS, this is always the intrinsic Fermi
potential y; which is defined in the next section. The local space charge density is the sum of

contributions from all mobile and fixed charges, including electrons, holes, and ionized impurities.

The electric field is obtained from the gradient of the potential (see Equation 3-2).

E=-vy 3.2

3.1.2: Carrier Continuity Equations

The continuity equations for electrons and holes are defined by equations:

n 1,

E = (}dlUJn"‘Gn—Rn 3-3
D - lgivy’ +G R 34
a  q pTTp T Tp

— —
where n and p are the electron and hole concentration, J n and Jp are the electron and hole current

densities, G,, and G, are the generation rates for electrons and holes, R,, and R, are the recombination
rates for electrons and holes, and q is the magnitude of the charge on an electron.

By default ATLAS includes both Equations 3-3 and 3-4. In some circumstances, however, it is
sufficient to solve only one carrier continuity equation. The specification of which continuity equations
are to be solved is performed in the METHOD statement by turning off any equation that is not to be
solved. The syntax, "ELECTRONS or "HOLES, turns off the electron continuity equation and the hole
continuity equation respectively.
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3.1.3: The Transport Equations

Equations 3-1, 3-3, and 3-4 provide the general framework for device simulation. But further

- =
secondary equations are needed to specify particular physical models for: Jn’ Jp » Gy, Ry, Gp and R,

The current density equations, or charge transport models, are usually obtained by applying
approximations and simplifications to the Boltzmann Transport Equation. These assumptions can
result in a number of different transport models such as the drift-diffusion model, the Energy Balance
Transport Model or the hydrodynamic model. The choice of the charge transport model will then have
a major influence on the choice of generation and recombination models.

The simplest model of charge transport that is useful is the Drift-Diffusion Model. This model has the
attractive feature that it does not introduce any independent variables in addition to v, n and p. Until
recently, the drift-diffusion model was adequate for nearly all devices that were technologically
feasible. The drift-diffusion approximation, however, becomes less accurate for smaller feature sizes.
More advanced energy balance and hydrodynamic models are therefore becoming popular for
simulating deep submicron devices. ATLAS supplies both drift-diffusion and advanced transport
models.

The charge transport models and the models for generation and recombination in ATLAS make use of
some concepts associated with carrier statistics. These concepts are summarized in a further section of
this chapter that deals with the carrier statistics.

Drift-Diffusion Transport Model

Derivations based upon the Boltzmann transport theory have shown that the current densities in the
continuity equations may be approximated by a drift-diffusion model [207]. In this case, the current
densities are expressed in terms of the quasi-Fermi levels ¢, and ¢, as:

%

Jn = —qunan)n 3-5
T v 36
p = "qHpP ¢p

where i, and p, are the electron and hole mobilities. The quasi-Fermi levels are then linked to the
carrier concentrations and the potential through the two Boltzmann approximations:

rq(y—¢,)
n =n;,exp _—-—-—--—-—-kTL 37
—a(y—4,)
- P X
p = nieexp_ kTL } 3-8

where n;, is the effective intrinsic concentration and T} is the lattice temperature. These two
equations may then be re-written to define the quasi-Fermi potentials:

kT
¢ = (//__Llni 3.9
n q Nie

kT
6 = yr—LmP 3-10
p q n
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By substituting these equations into the current density expressions, the following adapted current
relationships are obtained:

9
Jn = anVn—qn,unV W—ynn(kTLV(lnnie)) 3-11
9
Jp = —quVp—qp,upV W+ ,upp(kTLV(lnnie)) 3-12

The final term accounts for the gradient in the effective intrinsic carrier concentration, which takes
account of bandgap narrowing effects. Effective electric fields are normally defined whereby:

En = —V(l/l+ ]ig—[—’lnnie) 3-13
l%p = —V(t//—]%‘lnnie) 3-14

which then allows the more conventional formulation of drift-diffusion equations to be written
(see Equations 3-15 and 3-16).

> >
Jn = qn,unEn+anVn 3-15
> >

Jp = Ep—qD_V -1
p = qpuykp—qD,Vp 3-16

It should be noted that this derivation of the drift-diffusion model has tacitly assumed that the
Einstein relationship holds. In the case of Boltzmann statistics this corresponds to:

kT
_ "L
Dn = ""('I"—/ln 3'17
kT
L
D = = -1
P~ "¢ "p 318
If Fermi-Dirac statistics are assumed for electrons, Equation 3-17 becomes:
kT
L 1
( q ﬂn>F1/2{kTL[5Fn B SC]}
= 3-19

" 1
F_z/z{k—TL[an - gcl}

where Fa is the Fermi-Dirac integral of order o and e, is given by -g¢,,. An analogous expression is

used for holes with Fermi-Dirac statistics.

Note: See Section 3.2.9: “Bandgap Narrowing” for more information on the effects resulting from bandgap narrowing and their
implementation.
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Energy Balance Transport Model

A higher order solution to the general Boltzmann Transport Equation consists of an additional
coupling of the current density to the carrier temperature, or energy. The current density expressions
from the drift-diffusion model are modified to include this additional physical relationship. The
electron current and energy flux densities are then expressed as:

— T

Jn = anVn—qunnV\V+annVTn 3-20
— k3, 5

S, = K, vT,-(—2)J,T 321
n n n q n

J. = gD ¥ Vy-gpD VT 3.22
= ~aD,Vp—qu pVy-qpD VT,

— kSp >

§ =Kk v1,{(—L£)J,T 323
p = Vg p

where T,, and T, represent the electron and hole carrier temperatures and S, and S, are the flux of
energy (or heat) from the carrier to the lattice. The energy balance transport model includes a number
of very complex relationships and therefore a later section of this chapter has been devoted to this
model.

3.1.4: Displacement Current Equation

For time domain simulation, the displacement current is calculated and included in the structure, log
file and the run time output. The expression for displacement current is given as:

e@ = 5(%?) . 3-24
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3.2: Basic Theory of Carrier Statistics
3.2.1: Fermi-Dirac and Boltzmann Statistics

Electrons in thermal equilibrium at temperature T; with a semiconductor lattice obey Fermi-Dirac
statistics. That is the probability f{¢) that an available electron state with energy ¢ is occupied by an
electron is:

1

fle) = 3-25

[g_ ]
1+exp
kTL

where Ef is a spatially independent reference energy known as the Fermi level and k is Boltzmann’s
constant.

In the limit, ¢ - Ep >> kT, Equation 3-25 can be approximated as:

fle) = exp[EF_gj 3-26
KTy

Statistics based on the use of Equation 3-26 are referred to as Boltzmann statistics [271, 109]. The use
of Boltzmann statistics instead of Fermi-Dirac statistics makes subsequent calculations much simpler.
The use of Boltzmann statistics is normally justified in semiconductor device theory, but Fermi-Dirac
statistics are necessary to account for certain properties of very highly doped (degenerate) materials.

The Fermi-Dirac statistics have been implemented in ATLAS in a similar form to Boltzmann statistics.

The remainder of this section outlines derivations and results for the simpler case of Boltzmann
statistics which are the default in ATLAS. You can have ATLAS use Fermi-Dirac statistics by
specifying the FERMIDIRAC parameter in the MODEL statement.

3.2.2: Effective Density of States

Integrating the Fermi-Dirac statistics over a parabolic density of states in the conduction and valence
bands, whose energy minimum is located at energies Ex and Ey respectively, yields the following

expressions for the electron and hole concentrations:

E.-E
F ~C
n = NCF1/2(TJ 3-27
L
E -E
v F
p = NVF1/2( kT ] 3-28

where Fj,9(n) is referred to as the Fermi-Dirac integral of order 1/2. If Equation 3-26 is a good
approximation, then Equations 3-27 and 3-28 can be simplified to

En-E
F —C
n = Ncexp(wj 3-29
E -E
v °F
p = NVexp[W) 3-30

which are referred to as the Boltzmann approximation.
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N¢ and Ny are referred to as the effective density of states for electrons and holes and are given by:

on m;"kT T NC.F

;
_ L _(_L .
Np(Ty) = 2[ . } M, = (30()) NC300 3-31

3

. 3
2nm, kT, )? T, NV.F
—~LJ1J = ( L) NV300 3-32

h
where M. is the number of equivalent conduction band minima. NC300 and NvV300 are user-definable
on the MATERIAL statement as shown in Table 3-1.

In some circumstances, the lattice temperature, 77, is replaced by the electron temperature, T,,, in
Equation 3-31 and hole temperature, T, in Equation 3-32.

Table 3-1. User-Definable Parameters for the Density of States
Statement Parameter Default Units
MATERIAL NC300 2.8x10%? cm3
MATERTAL NV300 1.04x10%9 cm?
MATERIAL NC.F 1.5
MATERIAL NV.F 1.5

3.2.3: Intrinsic Carrier Concentration

Multiplying Equations 3-29 and 3-30 yields:

np = nfe 3-33

where n;, is the intrinsic carrier concentration and is given for Boltzmann statistics by:

-E
- _5 .
n;, = /NCNVGXP(ZkTLj 3-34
Eg=Eg - Ey is the band-gap energy.
For intrinsic (undoped) material, p = n. By equating Equations 3-29 and 3-30 and solving for Ey yields:

E~+E kT N
_ _ _C \% L v
Ep=E; = —qu; = + - )m[ch 335

where E; is the Fermi level for intrinsic doped silicon, and y; is the intrinsic potential. Equation 3-35

also defines the intrinsic potential under non-equilibrium conditions. As indicated previously, for
ATLAS the y used in Equation 3-1 is the intrinsic potential.

3-6
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The electron and hole concentrations can be expressed in terms of the intrinsic carrier concentration
as:

rq(w-9,)

n = nieexp _“‘“ﬁl‘;‘*— 3-36
(v -9,)

D = n;,exp —kTL 3-37

where vy is the intrinsic potential and ¢ is the potential corresponding to the Fermi level (i.e., Ex = g¢).

The expression for intrinsic carrier concentration, n;,, can be generalized to Fermi-Dirac statistics

using Equations 3-27 and 3-28. Specifying the NI.FERMI parameter in the MODELS statement will
cause ATLAS to calculate n;, using Fermi-Dirac statistics.

3.2.4: Evaluation of Fermi-Dirac Integrals

In addition to the Fermi-Dirac integral of order é as used in Equations 3-27 and 3-28, ATLAS also

= 13
2’22
but relatively poor approximations available for these integrals. You can also evaluate them to
machine precision; however, the amount of computation required makes the evaluations relatively
slow. ATLAS uses a Rational Chebyshev approximation scheme, which is efficient in terms of CPU use

and also has accuracy close to the machine precision. In the worst case, the approximation differs from
010

needs to evaluate the Fermi-Dirac integrals of order There are simple, quickly calculated,

the actual values by 1 part in 10*" and is typically much better.

3.2.5: Rules for Evaluation of Energy Bandgap

In the ATLAS simulator, there are several ways to evaluate the value of energy bandgap for a given
material. To uniquely define the approach used, there is a set of rules that are followed in a
hierarchical manner. The following is a description of this hierarchy:

1. For each material or material system, there may be a default approach. To determine the default
for a given material or material system, refer to the descriptions given in Section 5.3: “Material
Dependent Physical Models”. If the material system is not listed in this section, then look for
default energy bandgap model constants in Appendix B: “Material Systems”.

2. If you set the EG300 parameter of the MATERTAL statement to a value greater than zero and you do
not set the PASSLER parameter of the MODELS statement, the universal energy bandgap model
described in Section 3.2.6: “The Universal Energy Bandgap Model” will be used.

3. Ifyou set the EG300 parameter of the MATERIAL statement to a value greater than zero and you set
the PASSLER parameter of the MODELS statement, then Passler's model for temperature dependent
energy bandgap described in Section 3.2.7: “Passler's Model for Temperature Dependent Bandgap”
will be used.

4. If you specify the K.P parameter of the MODELS statement for materials in the InAlGaN system,
then the bandgap is taken as the minimum transition energy calculated following the approach
given by the strained zincblende tow band model described in Section 3.9.8: “Strained Zincblende
Gain and Radiative Recombination Models” or the strained wurtzite 3 band model described in
Section 3.9.9: “Strained Wurtzite Three-Band Model for Gain and Radiative Recombination”.

5. If you assign the F.BANDCOMP parameter of the MATERIAL statement to a valid filename, the C
interpreter function for energy bandgap will be used.

6. If you assign the EG12BOW parameter to a non-zero value, the general terniary bowing model
described in Section 3.2.8: “General Ternary Bandgap Model with Bowing” will be used.
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3.2.6: The Universal Energy Bandgap Model
The temperature dependence of the bandgap energy is modeled in ATLAS as follows [223]:

2 2
EGALPHA(TL ) 3002 TL
E (T,)=E (0)- = EG300 + EGALPHA - -
g( L) g( ) TL+EGBETA ¢ tEG 300 + EGBETA TL+EGBETA 538

You can specify EG300, EGALPHA and EGBETA parameters in the MATERIAL statement (see Table 3-2).

Table 3-2. User-Specifiable Parameters for Equation 3-38
Statement Parameter Default Units
MATERIAL EG300 1.08 ev
MATERTAL EGALPHA 4.73x10°% eV/K
MATERTAL EGBETA 636 K
MATERIAL NC300 2 .8x10L9 cm3
MATERTAL NV300 1.04x10%9 cm?

The default values are material dependent, which can be found in Appendix B: “Material Systems”.
Table 3-2 displays the defaults for Silicon only.

3.2.7: Passler's Model for Temperature Dependent Bandgap

An alternative temperature dependent bandgap model by Passler [172] can be enabled by the PASSL.ER
parameter of the MODELS statement.

The bandgap is given by

A PASSLER-T.PASSLER

3 3-39

Eg(T) = Eg(0)-

2.7 1/P.PASSLER P.PASSLER
(________J +1 _1

T.PASSLER

where Eg(T) is the lattice temperature dependent bandgap, T is the lattice temperature, A.PASSLER,
T.PASSLER and P.PASSLER are user-specified parameters on the MATERIAL statement and Eg(0) is
given by

A PASSLER:-T.PASSLER

3 3-40

Eg(0) = EG300 -

9.300 \1/P.PASSLER P.PASSLER
(———) +1 1
T.PASSLER

where EG300 is a user specified parameter on the MATERIAL statement.
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3.2.8: General Ternary Bandgap Model with Bowing

For Ternary compound semiconductors, you can use a bandgap model that continuously and non-
linearly interpolates between the bandgaps of the two binary extremes in composition. To enable this
model, you must specify the EG12BOW, EG1300 and EG2300 parameters of the MATERIAL statement.
EG1300 is the 300K bandgap of the binary compound at a composition fraction of x=0. EG2300 is the
300K bandgap of the binary compound at a composition fraction of x=1. EG12B0W is the bowing factor.
The bandgap as a function of composition is given by Equation 3-41.

Eg = EG2300*x + EG1300*(I1 —x)— EG12BOW*x*(1 —x) 3-41
where x is the composition fraction.
You can include the effects of temperature in the Bowing model by specifying the EG1ALPH, EG1BETA,

EG2ALPH and EG2BETA parameters of the MATERIAL statement. These parameters are used in
Equations 3-53 through 3-55 to calculate the bandgap.

300° Ti ]
Eg, = EG1300 + EG1ALPH - 3-42
€1 * 300 + EG1BETA T} +EG1BETA
300° Ti ]
E = EG2300 + EG2ALPH - 3-43
82 300 + EG2BETA T} +EG2BETA
Eg = Egy*x + Eg (I -x)—-EG12BOW* x*(I - x) 3-44

3.2.9: Bandgap Narrowing

In the presence of heavy doping, greater than 1018¢m?3, experimental work has shown that the pn
product in silicon becomes doping dependent [217]. As the doping level increases, a decrease in the
bandgap separation occurs, where the conduction band is lowered by approximately the same amount
as the valence band is raised. In ATLAS this is simulated by a spatially varying intrinsic
concentration n;, defined according to Equation 3-45.

22 AEg
ni, =n; exp(k—T) 3-45

Bandgap narrowing effects in ATLAS are enabled by specifying the BGN parameter of the MODELS
statement. These effects may be described by an analytic expression relating the variation in bandgap,

AE,, to the doping concentration, N. The expression used in ATLAS is from Slotboom and de Graaf
[218]:

N =

2
AE = BGN. E{ln N_, (ln N +BGN . C 3-46
g BGN . N BGN
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You can specify the BGN.E, BGN.N, and BGN.C parameters in the MATERTAL statement. The default
values from Slotboom [218] and Klaassen [122] are shown in Table 3-3. The Klaassen defaults will be
used if you specify the BGN.KLA parameter in the MODELS statement. Otherwise, the Slotboom values
will be used (by default). You can select a second set of defaults by specifying BGN.KLAASSEN.

Table 3-3. User-Definable Parameters of Bandgap Narrowing Model
Statement Parameter Defaults Defaults Units
(Slotboom) (Klaassen)
MATERIAL BCN.E 9.0x1073 6.92x107> v
MATERIAL BGN.N 1.0x10%7 1.3x10%7 cm
MATERIAL BGN.C 0.5 0.5

The variation in bandgap is introduced to the other physical models by subtracting the result of
Equation 3-47 from the bandgap, E,. In addition an adjustment is also made to the electric field terms
in the transport models as described earlier. The adjustment takes the form:

Z’n = —V(w+kqﬁlnnie) 3-47
E'p = —V(\V—]%L—lnnie) 3-48

The variation in the energy bandgap is also applied partially to the electron affinity, y . The effective
electron affinity, Leff given as follows:

Teff = % + AEg x ASYMMETRY 3-49

where ASYMMETRY is a user-specifiable asymmetry factor. You can specify the value of the asymmetry
factor using the ASYMMETRY parameter of the MATERTAL statement.

Note: In addition to this in-built model for bandgap narrowing, ATLAS allows you to use its C-INTERPRETER module. You
can write an external file with C-code that defines an equation for bandgap narrowing. The filename is specified with the
F.BGN parameter in the MODEL statement. See Appendix A: “C-Interpreter Functions” for more information on C-
INTERPRETER.
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3.2.10: The Universal Bandgap Narrowing Model

A universal bandgap narrowing model has been suggested [179]. This model given in Equation 3-50
relates the change in bandgap to the material effective masses, m, and m,, and the static dielectric

constant ¢, The UBGN.C and UBGN.B parameters are fitting parameters to define in the MATERIAL
statement. To enable the model, specify UBGN on the MODELS statement.

1

5 4
& m_ +m &
- _ S ¢ v S .
AEg = —UBGN ., C N[mO o + UBGN, BTZNJ 3-50

In Equation 3-50, N is the net doping concentration. The default values for UBGN.C and UBGN.B are
3.9x10% eV ecm®* and 3.10x10'2 cm™3 K2,

3.2.11: Bennett-Wilson and del Alamo Bandgap models

These are variations of the Slotboom and de Graaf model. The Bennett-Wilson formula [25] is

2
AEg = —-BGN. E[log(IN/BGN.N)] 3-51

and the del-Alamo formula [5],[222] is

AEg = —BGN. E[log(IN/BGN.N)] 3-52

where N is the total doping concentration. In both cases, the formula is only used for N>BGN.N,
otherwise it is set at zero. Table 3-4 shows the default values of BGN.E and BGN. N for Silicon.

Table 3-4. Silicon Default Values for Bennett-Wilson and del Alamo Bandgap models

Statement Parameter Units Default (Bennett) Default (Del Alamo)
MATERIAL BGN.E cm® 6.84x103 1.87x102
MATERIAL BGN.N cm® 3.162x1018 7.0x10%7

To enable the Bennett-Wilson model, use the BGN.BENNETT flag on the MODELS statement. To enable
the del Alamo model, use the BGN.ALAMO flag on the MODELS statement.
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3.3: Space Charge from Incomplete lonization, Traps, and Defects

Poisson’s Equation (Equation 3-1) including the carrier concentrations, the ionized donor and acceptor
impurity concentrations Np* and Ny, charge due to traps and defects, @7y has the form:

div(cVy) = q(n “p-Nj +N, )—QT 3-53

In ATLAS the default is to assume full impurity ionization (i.e., Np*=Np 45141 and N, =Ny ;o141), and to
set @ equal to zero.

ATLAS also provides the options of accounting for incomplete ionization of impurities and accounting
for additional charge associated with traps and defects.

3.3.1: Incomplete lonization of Impurities

ATLAS can account for impurity freeze-out [108] with appropriate degeneracy factors GCB and GVB for
conduction and valence bands. The ionized donor and acceptor impurity concentrations are then given
by:

Npt - Np 3-54
Ep - (EC—EDB)
n
1 + GCBexp
[ kTL }
_ N
N, = A4 355
EV+ EAB—st
1+ GVBexp —le_

where EDB and EAB are the dopant activation energies and N and N4 are net compensated n-type and
p-type doping, respectively. Net compensated doping is defined as follows:

If

Niotar = (N D,total ~ N A,total) >0 3-56
then

Np = | Niotar | and Ny =0 3-57
Otherwise

Np=0and Ny = | Ntotal |) 3-58

The INCOMPLETE parameter of the MODELS statement is used to select incomplete ionization and the
parameters.
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Table 3-5. User-Specifiable Parameters for Equations 3-54 and 3-55
Statement Parameter Units
MATERTIAL GCB
MATERTIAL EDB eVv
MATERIAL GVB
MATERTIAL EAB eVv

To properly handle incomplete ionization in silicon for high doping levels, a new incomplete ionization
model has been added.

The models that form incomplete ionization of impurities given by Equations 3-54 and 3-55 give good
physical results for low to moderately doped semiconductors. For heavily (greater than 3x1018/cm3)
doped semiconductors, these models fail to predict experimental results of complete ionization. For
silicon, an optional model has been introduced that better matches experimental results. This model is

set by the TONIZ parameter of the MODELS statement.

In this model, the activation energies of the dopants in Equations 3-54 and 3-55 have been modified for
doping dependence as given in the following equations:

1/3

EDB(eV) = A.EDB-B.EDBNp 3-59
1/3

EAB(eV) = A.EAB-B.EABNy 3-60

At doping concentrations above 3x10'® ¢m™, the model predicts complete ionization. At doping
concentrations between 10'® ¢cm™ and 3x1018 ecm™, the model predicts a linearly interpolated value
between the above expressions and complete ionization.

The default value for the parameters of Equations 3-59 and 3-60 were chosen to represent reasonable
values for silicon and are given in Table 3-5.

Table 3-6. User-Specifiable Parameters for Equations 3-59 and 3-60
Statement Parameter Units
MATERIAL A.EDB 0.044
MATERIAL B.EDB 3.6e-8
MATERTIAL A.EAB 0.0438
MATERIAL B.EAB 3.037e-5

For general semiconductors, you can use Equations 3-59 and 3-60 without the transitions to complete
ionization. To enable this model, specify INC.ION in the MODEL statement.
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3.3.2: Low Temperature Simulations

In conjunction with Fermi-Dirac statistics and impurity freeze-out, ATLAS simulates device behavior
under low operating temperatures. In general, simulations can be performed at temperatures as low
as 50K without loss of quadratic convergence. Below this temperature, carrier and ionization statistics
develop sharp transitions which cause slower convergence. Since many more iterations will probably
be required if temperatures below 50K are specified, the ITLIMIT parameter of the METHOD statement
should be increased.

Due to the limited exponent range on some machines, ATLAS can have trouble calculating the quasi-
Fermi level of minority carriers. As the temperature decreases, the intrinsic carrier concentration also
decreases. In quasi-neutral regions, the minority carrier concentration can easily underflow. Such
situations were handled in the past by setting these concentrations to zero. This method does not allow
an accurate subsequent calculation of minority carrier quasi-Fermi levels. In order to accurately

calculate quasi-Fermi levels, majority carrier concentration and the relation, np:nize is used to obtain

minority carrier concentrations in case of an underflow. Despite these efforts, spurious glitches are
occasionally observed at low temperatures in the minority quasi-Fermi levels.

3.3.3: Traps and Defects

Semiconductor materials exhibit crystal flaws, which can be caused by dangling bonds at interfaces or
by the presence of impurities in the substrate. The presence of these defect centers, or traps, in
semiconductor substrates may significantly influence the electrical characteristics of the device. Trap
centers, whose associated energy lies in a forbidden gap, exchange charge with the conduction and
valence bands through the emission and capture of electrons. The trap centers influence the density of
space charge in semiconductor bulk and the recombination statistics.

Device physics has established the existence of three different mechanisms, which add to the space
charge term in Poissons’s equation in addition to the ionized donor and acceptor impurities. These are
interface fixed charge, interface trap states and bulk trap states. Interface fixed charge is modeled as a
sheet of charge at the interface and therefore is controlled by the interface boundary condition.
Interface traps and bulk traps will add space charge directly into the right hand side of Poisson’s
equation. This section describes the definition of bulk trap states and the implementation of these bulk
trap states into ATLAS for both steady state and transient conditions.

A donor-type trap can be either positive or neutral like a donor dopant. An acceptor-type trap can be
either negative or neutral like an acceptor dopant. A donor-like trap is positively charged (ionized)
when empty and neutral when filled (with an electron). An empty donor-type trap, which is positive,
can capture an electron or emit a hole. A filled donor-type trap, which is neutral, can emit an electron
or capture a hole. An acceptor-like trap is neutral when empty and negatively charged (ionized) when
filled (with an electron). A filled acceptor-like trap can emit an electron or capture a hole. An empty
acceptor-like trap can capture an electron or emit a hole. Unlike donors, donor-like traps usually lie
near the valence band. Likewise, acceptor-like traps usually lie near the conduction band.

Figure 3-1 shows the terminology used within ATLAS to define the type of trap. The position of the
trap is defined relative to the conduction or valence bands using E.LEVEL so for instance, an acceptor
trap at 0.4eV would be 0.4eV below the conduction band.
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E.LEVEL for acceptor traps

E.LEVEL for donor traps

Ey

Figure 3-1: Definition of the trap energy level for acceptor and donor traps in reference to the
conduction and valence band edges.

Calculation of Trapped Charge in Poisson’s Equation

The total charge caused by the presence of traps is subtracted from the right hand side of Poisson’s
equation. The total charge value is defined by:

+ —
Qp=qWN;p —Nyy ) 3-61

where N t+D and N; A are the densities of ionized donor-like and acceptor-like traps respectively. The

ionized density depends upon the trap density, DENSITY, and its probability of ionization, F;4 and Fyp.

For donor-like and acceptor-like traps respectively, the ionized densities are calculated by the
equations:

N/, = DENSITYxF,, 3-62
N5 = DENSITY xF, 4 3-63

In the case where multiple traps at multiple trap energy levels are defined the total charge becomes:

R m
+ +
Niyp = z Nipy Nia= Z NZAB 3-64
a=1 B=1

where & is the number of donor-like traps and m is the number of acceptor-like traps.

The probability of ionization assumes that the capture cross sections are constant for all energies in a
given band and follows the analysis developed by Simmons and Taylor [216]. The probability of
ionization is given by the following equations for acceptor and donor-like traps.
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v _SIGNn+e
F,, = L pa 3-65

vnSIGN n+vaIGPp +enA+epA

v _SIGPp+e
F,p = 2 no 3-66
UnSIGN n +UpSIGPp +enD+epD

where SIGN and SIGP are the carrier capture cross sections for electrons and holes respectively, v, and
vp are the thermal velocities for electrons and holes. For donor like traps, the electron and hole
emission rates, e,p and e, p, are defined by:

1 E,-E;

e.n = DEGEN FAC v,, SIGN n exp kTL 3-67
Ei_Et

epD = DEGEN.FAC Up SIGP n;exp kTL 3-68

where E; is the intrinsic Fermi level position, E; is the trap energy level as defined by E.LEVEL and
DEGEN.FAC is the degeneracy factor of the trap center. The latter term takes into account that spin
degeneracy will exist, that is the “empty” and “filled” conditions of a defect will normally have different
spin and orbital degeneracy choices. For acceptor like traps, the electron and hole emission rates, e,
and epy, are defined by:

E - Ei
e,4 = DEGEN.FAC v SIGN n exp kTL 3-69
1 E;-E,
epA = SEGEN FAC Up SIGP n;exp kTL 3-70
Table 3-7. User-Specifiable Parameters for Equations 3-62 to 3-68
Statement Parameter Units
TRAP E.LEVEL ev
TRAP DENSITY cm_3
TRAP DEGEN . FAC
TRAP SIGN om?
TRAP SIGP cm2
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Trap Implementation into Recombination Models

To maintain self-consistency, you need to take into account that electrons are being emitted or
captured by the donor and acceptor-like traps. Therefore, the concentration of carriers will be affected.
This is accounted for by modifying the recombination rate in the carrier continuity equations.

The standard SRH recombination term (see “Shockley-Read-Hall (SRH) Recombination” section on
page 3-85) is modified as follows:

l m
R = z RDa+ z RAﬂ 371
a=1 p=1

where [ is the number of donor-like traps, m is the number of acceptor-like traps. For donor-like traps,
the function R is:

2
_ pn-n;,
Ry, = — i 3-72
TAUN{p +DEGEN . FACh, exp[uﬂ +TAUP|n+ ——L o exp| L
ie“P\ &T, DEGEN.FAC ‘€ KTy,
For acceptor like traps the function R is:
pn-n 2
Ryp = 1 3-73
E.-E E,—E.
t t i
TAUN|p + 1 n. exp( - ] +TAUP|n + DEGEN . FAC n. exp| ———'
DEGEN. FAC %€ RTp, re kT,

The electron and hole lifetimes TAUN and TAUP are related to the carrier capture cross sections SIGN
and SIGP through the equations:
1

TAUN = 3-74
SIGN vnDENSITY

TAUP = 1 3.75
SIGP Up DENSITY

The thermal velocities v,, and v, are calculated from the following electron and hole effective masses.

- ( 3kT)1/2

376
mnmo
3pT \1/2
Up = (m m) 3-77

p 0

To specify the effective masses directly, use the M.VTHN and M.VTHP parameters from the MATERTIAL
statement. If M.VTHN or M.VTHP or both are not specified, the density of states effective mass is
extracted from the density of states (N, or N,) using Equations 3-31 and 3-32. In the case of silicon if

M.VTHN or M.VTHP are not specified, the effective masses are calculated from:

m, = 1.045 + 4.5 x 10_4T 3-78

3

m, = 0.523 + 1.4 10 “T-1.48 x 10‘672 3-79
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where T is the lattice temperature.

Table 3-8. User-Specifiable Parameters for Equations 3-72-3-75

Statement Parameter Units
TRAP TAUN s
TRAP TAUP s

The TRAP statement activates the model and is used to:

e Specify the trap type DONOR or ACCEPTOR

e Specify the energy level E. LEVEL parameter

e Specify the density of the trap centers DENSITY

e Specify the degeneracy factor DEGEN. FAC

e Specify either the cross sections, STGN and SIGP, or the electron and hole lifetimes TAUN and TAUP.

Trap-Assisted Tunneling

Trap-Assisted Tunneling models the trap-to-band phonon-assisted tunneling effects for Dirac wells. At
high electric fields, tunneling of electrons from the valence band to the conduction band through trap
or defect states can have an important effect on the current.

Trap-assisted tunneling is modeled by including appropriate enhancement factors [99] (FnDIRAC and

FpDIRAC) in the trap lifetimes in Equation 3-72. These enhancement factors modify the lifetimes so

that they include the effects of phonon-assisted tunneling on the emission of electrons and holes from a
trap. This model is enabled by specifying TRAP . TUNNEL in the MODELS statement.

For donor like traps, the recombination term for traps becomes:

2

_ pn-ng,
o TAUN Ei-By TAUP 1 E-E;
— =L | p+DEGEN. FACn, A _t 1
Lo DIRAC{er GEN C”Lee"p[ kT, H .. DIRAC "t DEGEN. FAC "zeexp[ kT, ] 3-80
n P
For acceptor like traps, the recombination term becomes:
pn-n 2
R, = — L - 3-81
TAUN 1 i TAUP t i
p+ nieexp[ ] {n +DEGEN. FAC nieexp[———ﬂ
I+ rnDIRAC DEGEN. FAC ETy 14 FpDIRAC ETy

The field-effect enhancement term for electrons is given by:

1
IRAC _ AEn AEn 3/2 "
I‘f = kTLJ-exp(kTLu—Knu ]du 3-82
0
while the field-effect enhancement term for hole is:
1
IRAC _ AEp AEn =~ .. 3/2 .
1'5 =T exp[k—T u Kpu ]du 3-83
LO L
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where u is the integration variable, AE,, is the energy range where tunneling can occur for electrons,
AE, is the tunneling energy range for holes, and K,, and K,, are defined as:

/\/ZmOMASS . TUNNELAE‘EL
4

K =4 3-84
no3 q/\E|

A/2m0MASS . TUNNELAEp3

4
K =2 3-85
p 3 q/\E|

% is the reduced Planck's constant, m is the rest mass of an electron and MASS. TUNNEL is the effective
mass. You can specify MASS . TUNNEL by setting the MASS . TUNNEL parameter in the MODELS statement.

Table 3-9 shows the user-specifiable parameter for Equations 3-84 and 3-85.

Table 3-9. User-Specifiable Parameters for Equations 3-84 and 3-85

Statement Parameter Default Units

MODELS MASS . TUNNEL 0.25

Non-local Trap Assisted Tunneling
The Trap-assisted-tunneling model in the previous section uses values of the field effect enhancement

factors I'S IRAC ond 1'5 IRAC S hich are approximate. They are evaluated using an approximation for

the tunneling probability. It is assumed that the value at each node point depends only on the local
field strength there, and that the field is assumed to be constant over the range of the tunneling. This
gives Airy function solutions for the tunneling probabilities. A further approximation is also made by
replacing the Airy function with the leading term of its high field asymptotic behavior. The integration
over allowed tunneling energies is also evaluated approximately. A more accurate expression for

I.Ir,L)IRAC is

AE
n

[fl)IRAC _ [é" J‘ eE/kTT(E)dE 3-86

0
where T(E) is the probability that an electron with energy E tunnels elastically to the conduction band
from the trap position.

The exponential term gives the probability that the electron will gain energy (AEn — E) from phonon

interactions before tunneling. In Equation 3-86, the reference of energy is the conduction band edge
and AEn is the maximum energy below this for which the tunneling is possible, or